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Cold Baryogenesis I
An alternative to %andard EW baryo!nes#

2) Local  (B and CP violation occur together in space and time 
              i.e. the mechanism does not rely on charge transport)

1) Cold (the universe never reheats above the EW scale)

3) In its present realization, does not rely on 1st order PT but on 
inflationary phase instead



Cold Baryogenesis II

Krauss-Trodden, hep-ph/9902420

Garcia-Bellido, Grigoriev, Kusenko, Shaposhnikov, hep-ph/9902449

main idea: 
During EWPT, SU(2) textures can be produced. 
They can lead to B-violation when they decay. 

Turok, Zadrozny ’90 

However: large departure from equilibrium needed for 

In practise: can only work for a  “quenched” phase transition

Lue, Rajagopal, Trodden, ‘96

1) Sufficient production of winding number (possible via preheating)
2) Low reheat temperature to prevent washout afterwards



Cold Baryogenesis III
Krauss-Trodden, hep-ph/9902420

Garcia-Bellido, Grigoriev, Kusenko, Shaposhnikov, hep-ph/9902449

● Inflation ends with reheating below the EW scale

●Non-thermal production of sphalerons via preheating 
(inflaton oscillations induce large occupation numbers 
for long wavelength configurations of the Higgs)

Hybrid inflation 
potential:

V (σ, φ) =
λ

4
(φ2 − v2)2 +

1

2
m̃2σ2 +

1

2
g2σ2φ2 . (1)

During inflation, the inflaton is large, σ " σc ≡ M/g,
and the effective mass of φ is, therefore, large and pos-
itive. As a consequence, the Higgs field is fixed at
φ = 0 and does not contribute to the metric perturba-
tions that gave rise to the observed CMB anisotropies.
As the inflaton field slowly rolls in the effective potential
V (σ) = V0 + m̃2σ2/2, it will generate the perturbations
observed by COBE on large scales [16]. Eventually, the
inflaton reaches σ = σc, where the Higgs has an effective
zero mass, and at this point the quantum fluctuations of
the Higgs field trigger the electroweak symmetry break-
ing and inflation ends. The number of e-folds of inflation
required to solve the horizon and flatness problems is
given by

Ne $ 34 + ln
( Trh

100 GeV

)

. (2)

The fluctuations seen by COBE on the largest scales
could have arisen in this model, Ne $ 34 e-folds before
the end of inflation. The observed amplitude and tilt of
CMB temperature anisotropies [16,17], δT/T $ 2×10−5,
and n−1 <∼ 0.1, imposes the following constraints on the
model parameters [18]:

g
( v

MPl

)3 M2

m̃2
$ 1.2 × 10−5 , (3)

n − 1 =
1

π

(MPl

v

)2 m̃2

M2
< 0.1 . (4)

For example, for v = 246 GeV (the electroweak symmetry
breaking vacuum expectation value), λ $ 1, and g $ 0.1,
we find m̃ $ 2 × 10−12 eV, and it turns out that the
spectrum is essentially scale-invariant, n−1 $ 5×10−14.
These parameters give a negligible rate of expansion dur-
ing inflation, H $ 7 × 10−6 eV, and a reheating temper-
ature Trh $ 70 GeV. However, the relevant masses for us
here are those in the true vacuum, where the Higgs has
a mass m

H
=

√
2λ v $ 350 GeV, and the inflaton field a

mass m = gv $ 25 GeV. Such a field, a singlet with re-
spect to the standard model (SM) gauge group, could be
detected at future colliders because of its large coupling
to the Higgs field [19].

Some comments are in order. The consideration car-
ried out below is qualitatively applicable also to a more
complicated theory than the minimal SM. Let us take the
minimal supersymmetric standard model (MSSM) with
an additional singlet field, the inflaton σ, as an example.
There are three SU(2) invariant couplings of the infla-
ton to the Higgs doublets H1 and H2: g11σ2εαβHα

1 Hβ
1 ,

g22σ2εαβHα
2 Hβ

2 , and g12σ2εαβHα
1 Hβ

2 . The Higgs mass
matrix of the MSSM has the eigenvalues that range
from the lightest, ∼ 100 GeV, to the heaviest, roughly,
500 GeV [19]. In general, the inflaton-Higgs interaction is
not diagonal in the basis that diagonalizes the Higgs mass
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FIG. 1. The projected effective potential V (σ)/V0, for the
inflaton field σ/σc after the end of inflation. The dashed line
corresponds to the m2σ2 approximation around the minimum
of the inflaton potential. Due to the shape of the potential at
large σ, initial large-amplitude oscillations of the field σ are
not exactly harmonic.

matrix in the broken-symmetry vacuum. In fact, the en-
tire Higgs mass matrix is important in determining the
conditions for parametric resonance. We will leave the
analysis of multiple Higgs degrees of freedom for future
work because it is too complicated and is not necessary
to illustrate the main idea.

A. Preheating in hybrid inflation

To study the process of parametric resonance after
the end of inflation in this model, let us recall some of
the main features of preheating in hybrid inflation [20].
In hybrid models, after the end of inflation, the two
fields σ and φ start to oscillate around the absolute
minimum of the potential, σ = 0 and φ = v, with
frequencies that are much greater than the rate of ex-
pansion. Other bosonic and fermionic fields coupled to
these may be parametrically amplified until the backre-
action occurs and further rescattering drives the system
to thermal equilibrium. Initially, rescattering of the long-
wavelength modes among themselves drives them to lo-
cal thermal equilibrium, while only a very small fraction
of the short-wavelength modes are excited. The spec-
tral density evolves slowly towards the higher and higher
momenta [21,22]. Eventually, thermalization should oc-
cur through a process that breaks the coherence of the
bosonic modes, e.g. through the decay of the Higgs or
gauge fields into fermions. Such a process is very fast
in the absence of the expansion of the universe. What
prevented the universe from reheating immediately after
inflation in chaotic models was the fact that the rate of
expansion in those models was much larger than the de-
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g ∼ 1.1 × 10−3 . (6)

which is not an unnatural constraint. Note that this
constraint can be weakened slightly if we allow mφ to be
less than 1 TeV.

Now, we are interested in whether parametric reso-
nance into electroweak fields occurs in this model. With
the coupling of φ to the electroweak fields given above,
the condition for this to happen is [17]

q =
g2φ2

0

2m2
φ

> 103 , (7)

where φ0 is the value of φ at the end of inflation. Since
φ0 # mφ ∼ 1 TeV, this condition is simple to arrange for
the value of g quoted above. Note also that this model
can be further constrained in order to produce accept-
able density fluctuations today. While we are merely
presenting it as an example which accommodates our
mechanism, it is worth noting that the requirement to
produce an acceptable level of density fluctuations [14]
suggests λ ≈ 10−4 for the range of the other variables
chosen here. This constraint seems to be independent of
the constraints on parametric resonance and reheating of
interest here, which depend upon g rather than λ.

It is also worth demonstrating here that even within
the context of one field inflation models this mechanism
can occur, although a fine tuning seems to be required.
In this case, the role of the electroweak Higgs is explicit,
however. This can be seen in an extension of the model
used in [10]. These authors studied domain wall produc-
tion in a chaotic inflation model with inflaton φ, wall-field
χ and potential

V (φ, χ) =
1

2
m2φ2 +

1

2
g2φ2χ2 +

1

4
λ(χ2 − χ2

0)
2 , (8)

where χ0 is the symmetry breaking scale, m is the in-
flaton mass, and λ and g are dimensionless constants.
Parametric resonance occurs in this model [10] if (i)
λχ2

0 > g2φ2
0, and (ii) g2χ2

0 & m2, where φ0 ' 0.2mpl.
In addition, we know that the reheat temperature in this
model is roughly bounded by

TRH ≤ 10−3(mφ0)
1/2 . (9)

Requiring again that any baryons produced not be erased
by equilibrium sphaleron processes implies that (iii)
TRH < χ0.

Now, consider the above model with χ0 = 250 GeV,
and λ = O(1), the values of the electroweak theory.
Choosing

g2 & min

[

m2

χ2
0

,
λχ2

0

φ2
0

]

m ' 10−9GeV , (10)

satisfies all the criteria above, and thus undergoes para-
metric resonance and defect production. Note that the

parameter values required in this toy model are not nat-
ural. However, the point of this example is merely to
provide an existence proof which makes explicit the con-
straints on such a possibility.

While the authors of [10] argue that the generation of
topological defects is suppressed during preheating when
the expansion of the universe is taken into account, we
point out here that at the electroweak scale it is a good
approximation to consider the non-expanding case, in
which defect production appears to be copious.

Based on the simulations of Khlebnikov et al. we
see that, for sufficiently low symmetry breaking scales,
the initial number density of defects produced is very
high. Here, by initial, we mean not the extremely high
number that is found during the oscillations of the infla-
ton (since these configurations quickly vanish) but rather
the number seen after copious symmetry-restoring tran-
sitions cease. One may perform an estimate from the
first frame of Figure 6. of reference [9]. The box size
has physical size Lphys ∼ 50η−1 where η is the symme-
try breaking scale, and we have, for simplicity, assumed
couplings of order unity. In this box there are of order
N = 50 defects at early times. This provides us with
a very rough estimate of the number density of winding
configurations:

nconfigs ∼
N

L3
phys

∼ 4 × 10−4η3 . (11)

In order to make a simple estimate of the baryon num-
ber that our mechanism can produce, the second thing
we need to know is how CP-violation may bias the de-
cays of these configurations so that a net baryon excess
is created.

The effect of CP-violation on winding configurations
can be very complicated, and in general depends strongly
on the shapes of the configurations [12] and the partic-
ular type of CP-violation. Examples are the case when
CP-violation arises due to either a CP-odd phase between
Higgs fields in the two-Higgs doublet model, or through
higher dimension CP-odd operators in the electroweak
theory. However, in either case, the situation we con-
sider here, when out of equilibrium configurations are
produced in a background low-temperature electroweak
plasma most closely resembles local electroweak baryoge-
nesis in the “thin-wall” regime. Winding configurations,
or topological defects, are produced when non-thermal
oscillations take place in a region of space and restore
the symmetry there. We imagine that the symmetry is
restored in a region and, since the reheat temperature
is lower than the electroweak scale, as the region reverts
rapidly to the low temperature phase, the winding con-
figuration is left behind. In the absence of CP-violation
in the coupling of the inflaton to the standard model
fields, we expect a CP-symmetric ensemble of configu-
rations with NH = +1 and NH = −1 to be produced.

3

If parametric resonance in EW fields

● Lack of naturalness remains a problem



conditions for successful cold baryogenesis. We estimate the resulting baryon asymmetry in
Section 4 and conclude in Section 5.

2 Cold electroweak baryogenesis

The main idea of cold baryogenesis relies on the evolution of winding number and Chern-
Simons number in a fast tachyonic electroweak transition. In the ‘standard’ picture (see
e.g. [19]), the EW phase transition is triggered by a rapid change in the Higgs mass (“quench-
ing”) in a nearly empty Universe. This can be arranged for instance in a low-scale inverted
hybrid inflation scenario where the inflaton is coupled to the Higgs [35, 36, 22–24]. The
resulting tachyonic instability leads to strongly out-of-equilibrium conditions with an expo-
nential growth of occupation numbers in the Higgs fields and after a short while the system
becomes classical. The SU(2) orientation of the Higgs field is inhomogeneous in space such
that different regions approach different minima in the Higgs potential, similar to a spin-
odal decomposition. The dynamics of the system can lead to substantial changes in the
Chern-Simons number of the SU(2) gauge fields

NCS = −
1

16π2

∫

d3x εijk Tr

[

Ai

(

Fjk +
2i

3
AjAk

)]

, (2)

and can therefore induce baryon number violation via the quantum anomaly that relates a
change in baryon number B to a change in Chern-Simons number NCS

∆B = 3∆NCS. (3)

The key point is that the dynamics of the Chern-Simons number is linked to the dynamics
of the Higgs field via the Higgs winding number

NH =
1

24π2

∫

d3x εijk Tr
[

∂iΩΩ
−1∂jΩΩ

−1∂kΩΩ
−1
]

, (4)

where Ω is given by the elements of the usual SU(2) Higgs doublet φ of the SM :

ρ√
2
Ω = (εφ∗,φ) =

(

φ∗
2 φ1

−φ∗
1 φ2

)

, ρ2 = 2(φ∗
1φ1 + φ∗

2φ2). (5)

Both the winding number and the Chern-Simons number change under large gauge trans-
formations. However, the variations ∆NCS, ∆NH and the difference

δN ≡ NCS −NH , (6)

are gauge invariant. In the vacuum, δN = 0. A texture is a configuration which has δN $= 0,
with a Higgs length ρ that is equal to its vacuum value everywhere and which only carries
gradient energy. In the absence of gauge fields, textures are not stable configurations but
shrink quickly [37] and the vacuum configuration is the constant Higgs field with vanishing
winding number.

Cold electroweak baryogenesis is based on gauged textures of the electroweak gauge sector
of the SM [38]. A gauged texture is also unstable and its evolution depends on its length
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In vacuum: δN=0

A texture is a configuration which has δN≠ 0. It is unstable and decays.
During the EWPT & preheating, configurations with ΔNH ≠ 0 are 

produced. They relax to 0 by either changing  NH  or NCS . 
In the latter case, there is anomalous fermion number production.

CP violation affects how textures unwind !

 δN<0 configurations prefer to unwind by relaxing NH while 
δN>0 configurations prefer to unwind by relaxing NCS 

---> Baryogenesis



scale L. A localized texture just collapses by changing NH , in which case baryon number
is not violated. However, if textures are spread out and larger than the size of gauge fields
∼ m−1

W , gauge fields can cancel the Higgs gradient energy and textures decay by changing
the Chern-Simons number (thus producing baryon number) [39]. For example, consider the
configuration

Ω(xµ) =
1L+ σi(xi − x0

i )
√

L2 + (x− x0)2
, (7)

which carries a non-trivial winding number (σi are the Pauli matrices, L parametrizes the
size of the configuration and xi its position). In order to produce such a configuration out of
a trivial one (Ω = 1), the Higgs field has to surpass a potential barrier. While the winding
number of the configuration (7) is rather homogeneously spread in space, roughly half of the
winding is localized near the position of the Higgs zero for a configuration that is close to
surpassing the barrier [26]. This ‘half-knot’ changes sign when the barrier is surpassed in a
way that changes the total Higgs winding by one unit. Since the system has to approach the
vacuum at later stages, the Higgs winding has to either decay (L → ∞) or be dressed by
the gauge fields (Ai → ∂iΩΩ−1). In the latter case, this leads to a change in Chern Simons
number, hence a change in baryon number.

The inflaton dynamics can lead to a parametric resonance (preheating) when large am-
plitude non-thermal excitations in both the inflaton and coupled Higgs field arise. During
the EW phase transition and the following preheating stage, δN %= 0 configurations are
then abundantly produced. They eventually relax to zero. However, in the presence of CP
violation, δN > 0 and δN < 0 winding configurations which have a size comparable to m−1

W

evolve differently towards the vacuum. δN < 0 windings have a slight preference to relax by
changing NH while δN > 0 configurations have a slight preference to unwind by changing
NCS. The imbalance between a change in winding number and a change in Chern-Simons
can then generate a net baryon number under out of equilibrium conditions.

A common source of CP violation employed in this context is the higher dimensional
operator1

OCPV =
1

M2
φ†φF̃F, (8)

which acts as a chemical potential for Chern-Simons number and yields the required bias
towards baryon number generation. A major advantage of an operator of the form (8) is
that the observed baryon asymmetry can be explained without conflicting with constraints
from electric dipole moments.

Because of the non-perturbative nature of the phenomenon, it is difficult to derive reliable
analytical estimates for the baryon asymmetry. However, a nice feature of cold electroweak
baryogenesis is that most of the process can be simulated on a computer lattice (from the
very early to the very late stages) [34–36,22–24]. In particular, the behavior of winding and
Chern-Simons number can be explicitly observed [26].

A crucial ingredient for a successful baryogenesis mechanism is to prevent washout of
the baryon asymmetry which is possible if the tachyonic transition takes place in a cold

1 Operators obtained by integrating out the SM fermions [40] have also been advocated as efficient CP
violating sources for cold electroweak baryogenesis [41, 42]. However, the validity of the approach can been
questioned due to the role of hard modes in the generation of winding number (i.e. harder than the charm
or strange quark mass which is the inverse of the expansion parameter in [40]).
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acts as a chemical potential for the Chern Simons numberpotential of the Chern-Simons number
∫

d4x
1

M2
φ†φ F̃F ↔

∫

dt µcsNcs, (15)

of size

µcs ∝
1

M2

d

dt

〈

φ†φ
〉

. (16)

The resulting estimate for the baryon asymmetry reads [19]

nB

s
∝ 3× 10−5 v2

M2

(

Teff

Trh

)3

, (17)

where Teff is the effective temperature of the soft Higgs modes 4. Ultimately, simulations in
the context of inverted hybrid inflation gave the result [27]

nB

s
∝ 3× 10−3 v2

M2
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For a Higgs mass mH ∼ 200 GeV, the upper bound on the electric dipole moment [54],
de < 1.6× 10−27 e cm, leads to the constraint M ! 14 TeV. Comparison with the estimates
(18) and (19) shows that in the present setup baryogenesis is possible as long as the radion
fuels the scalar sector with enough energy, which is not a problem as demonstrated in the
previous section.

The form of the new CP violation source will most probably not have a large impact on
the result as long as it solely involves the Higgs and gauge fields, as the simulation with a
different source in Ref. [41] indicates. Nevertheless, one has to admit that the above estimate
can at best predict the early production of Chern-Simons number while for the final baryon
asymmetry also the evolution of the Higgs winding plays an important role (this is nicely
demonstrated in [27]). An ultimate judgment can at this stage only come from simulations.
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4 Using the even more simplistic estimate of [18], one arrives at a smaller asymmetry:

nB

s
∝ 4× 10−6

v2

M2

(

v

Trh

)3

. (18)

12

potential of the Chern-Simons number
∫

d4x
1

M2
φ†φ F̃F ↔

∫

dt µcsNcs, (15)

of size

µcs ∝
1

M2

d

dt

〈

φ†φ
〉

. (16)

The resulting estimate for the baryon asymmetry reads [19]

nB

s
∝ 3× 10−5 v2

M2

(

Teff

Trh

)3

, (17)

where Teff is the effective temperature of the soft Higgs modes 4. Ultimately, simulations in
the context of inverted hybrid inflation gave the result [27]

nB

s
∝ 3× 10−3 v2

M2
, (19)

corresponding to an effective temperature of order Teff $ 5 Trh.
This has to be confronted with the experimental constraint on the operator (8) that

contributes e.g. to the electric dipole moment of the electron. The arising dipole moment
has been estimated to [39]

de
e

$
me sin

2(θW )

8π2

1

M2
log

M2 +m2
H

m2
H

. (20)

For a Higgs mass mH ∼ 200 GeV, the upper bound on the electric dipole moment [54],
de < 1.6× 10−27 e cm, leads to the constraint M ! 14 TeV. Comparison with the estimates
(18) and (19) shows that in the present setup baryogenesis is possible as long as the radion
fuels the scalar sector with enough energy, which is not a problem as demonstrated in the
previous section.

The form of the new CP violation source will most probably not have a large impact on
the result as long as it solely involves the Higgs and gauge fields, as the simulation with a
different source in Ref. [41] indicates. Nevertheless, one has to admit that the above estimate
can at best predict the early production of Chern-Simons number while for the final baryon
asymmetry also the evolution of the Higgs winding plays an important role (this is nicely
demonstrated in [27]). An ultimate judgment can at this stage only come from simulations.

5 Conclusion

In the last twelve years, the scenario of cold baryogenesis has been based on a (not par-
ticularly motivated) hybrid inflation model. Somehow, it had not been thought of in the

4 Using the even more simplistic estimate of [18], one arrives at a smaller asymmetry:

nB

s
∝ 4× 10−6

v2

M2

(

v

Trh

)3

. (18)

12

from simulations in the context of inverted hybrid inflation:

large enough provided that M ≤ 500 TeV

OK with EDM constraint if M ≥ 14 TeV
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3D evolution of winding number density

Figure 12: The winding number density at time mHt = 1 of the same run as used before. The
blob that we consider in this section is indicated by the arrow.
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Figure 13: Left the Higgs length (vertical) at time mHt = 2 is plotted at the position of the blob,
as function of the x and z coordinates (a vertical slice). Right the winding number density at time
mHt = 2 is plotted for the same slice through the blob.
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Our motivation:

 make cold baryogenesis more natural 

 and study it in the context of very strong first-order 
phase transitions

note: 
only a few efolds of inflation are sufficient for cold baryogenesis to work



Our main points:

1) Large winding configurations can be produced during a 1st 
order PT when bubbles collide in a cold universe, provided that 

the scalar potential is asymmetric or nearly conformal

2) This can lead to baryogenesis provided that the universe is 
sufficiently cold at nucleation and that the reheat 

temperature is below the sphaleron freese-out temperature

3) These conditions can arise naturally in models of nearly 
conformal dynamics at the TeV scale. A well-known explicit 

realization is the Goldberger-Wise radion stabilisation mechanism.  

Konstandin Servant ‘11



Reminder

Typically, an extended phase of inflation (at least several 
efolds) cannot be ended by a first-order phase transition.

Well-known graceful exit pb of eternal inflation

tunneling point is of the same order as the value of the field at the minimum of the potential.
For a nearly conformal potential, the two extrema are widely separated and as we will show,
the release point can be as low as µr !

√
µ+µ− " µ−. Since the nucleation temperature

Tn ∝ µr, we can get a very small Tn compared to the vacuum expectation value of the scalar
field µ− and therefore several efolds of inflation.

Typically, an extended phase of inflation (at least several efolds) cannot be ended by a
first-order phase transition. This is the well-known graceful exit problem of old inflation
which results from the following argument: for a generic free energy V (φ, T ) the tunnel
action S3/T is a “well-behaved” (meaning roughly polynomial) function of the temperature
T . The first nucleated bubbles appear when the temperature satisfies, in terms of the Hubble
constant H ,

S3/T ≈ log
T 4

H4
. (2)

At the weak scale, this corresponds to S3/T ≈ 140. In order to realize several efolds of infla-
tion, the onset of the phase transition and bubble nucleation should happen at a temperature
Tn that is several orders of magnitude smaller than the critical temperature Tc defined as
the temperature at which the symmetric and broken phase are degenerate.

If S3 is a well-behaved function of T , characterized by the energy scale µ0 ∼ Tc, its
derivative ∂T (S3/T ) is likewise and the parameter β which quantifies the inverse duration of
the phase transition satisfies

β/H = T
d
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An extended phase of inflation (for example, Nefolds ∼ log Tc/Tn ∼ 10 → Tn/Tc ∼ 10−4)
corresponds to Tn " µ0 then β/H " 1, which implies that bubbles never percolate and the
phase transition cannot complete and reheating never occurs.

In contrast, the potential (1) leads to a tunneling action that is well-behaved as a function
of µε rather than µ. This way it is possible to achieve a small nucleation temperature together
with bubble percolation and a rather long but finite duration of the phase transition for
ε ∼ O(1/10)

β/H = T
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An example is given in Fig. 2 where the tunneling action is plotted for a specific Goldberger-
Wise potential [15] (taken from Ref. [11]) in comparison with an action occurring e.g. in the
electroweak phase transition in supersymmetric extensions of the SM.

Let us explain this more quantitatively. The conformal phase transition can be studied
by working in a five-dimensional Anti de Sitter (AdS) space in which the radion is stabilized
by a bulk scalar with a relatively small mass [8–11]. In the 4D picture, this corresponds to a
balance between a marginal and a slightly irrelevant deformation of the gluon sector of the
CFT. At high temperature, the system is in an AdS-Schwarzschild (AdS-S) phase involving
a single ultraviolet (Planck) brane, providing the UV cutoff of the theory. The free energy
of the AdS-S phase is given by

FAdS−S = −4π4(Ml)3T 4, (5)
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Now consider a potential of the form 

a temperature when

S3/T ≈ log
T 4

H4
≈ 140. (6)

In order to realize several e-folds of inflation, the onset of the phase transition and bubble
nucleation should happen at a temperature that is several orders smaller than the critical
temperature when the symmetric and broken phase are degenerate. Since S3 is of electroweak
scale and well-behaved as a function of T , its derivative ∂T S3/T is likewise of electroweak
scale ρ such that

β/H = T
d

dT

S3

T
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≈
Tn

ρ
, (7)

what is small for Tn " ρ. The parameter β quantifies the inverse duration of the phase
transition and this implies that in average there is at most one bubble nucleated per Hubble
volume and percolation never happens.

In the following we will discuss how the conformal phase transition in a five-dimensional
brane setup can indeed lead to several e-folds of inflation. In the 5D picture the radion is
stabilized by a bulk scalar with a relatively small mass. In the 4D picture this corresponds
to a balance between a marginal and a slightly irrelevant deformation of the gluon sector of
the CFT. The resulting effective potential of the radion is of the form

V (µ) = µ4P ((µ/µ0)
ε). (8)

The field µ is a reparametrization of the brane separation r

µ = l−1e−r/l (9)

with a standard kinetic term and l is related to the 5D curvature and is of Planck scale.
The function P is roughly polynomial and parametrizes the extrema of the potential. The
position of the extrema µ± of V depend on the specific parameters but are given by

µε
+ ! µε

− ! 1. (10)

The smallness of ε (of O(1/10)) is then used to generate the hierarchy between the Planck
and the electroweak scale, µ− " l−1, but also implies µ+ " µ− and the potential is nearly
conformal between those widely spread values.

This construction leads to a tunnel action that is rather well-behaved as a function of µε

and not of µ. This way it is possible to achieve a small nucleation temperature in combination
with percolation and a rather small duration of the phase transition

β/H = T
d

dT

S3

T

∣

∣

∣

∣

Tn

" 1. (11)

An example is given in Fig. 1 where the tunnel action is plotted for a specific Goldberger-
Wise potential (taken from ref. [32]) in comparison with an action as it e.g. occurs in the
electroweak phase transition in supersymmetric extensions of the SM.

Let us be a little bit more quantitative. The tunnel action can be calculated by deter-
mining the bounce solution [43, 44] in the potential (8). An accurate approximation can be
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tunneling point is of the same order as the value of the field at the minimum of the potential.
For a nearly conformal potential, the two extrema are widely separated and as we will show,
the release point can be as low as µr !

√
µ+µ− " µ−. Since the nucleation temperature

Tn ∝ µr, we can get a very small Tn compared to the vacuum expectation value of the scalar
field µ− and therefore several efolds of inflation.

Typically, an extended phase of inflation (at least several efolds) cannot be ended by a
first-order phase transition. This is the well-known graceful exit problem of old inflation
which results from the following argument: for a generic free energy V (φ, T ) the tunnel
action S3/T is a “well-behaved” (meaning roughly polynomial) function of the temperature
T . The first nucleated bubbles appear when the temperature satisfies, in terms of the Hubble
constant H ,

S3/T ≈ log
T 4

H4
. (2)

At the weak scale, this corresponds to S3/T ≈ 140. In order to realize several efolds of infla-
tion, the onset of the phase transition and bubble nucleation should happen at a temperature
Tn that is several orders of magnitude smaller than the critical temperature Tc defined as
the temperature at which the symmetric and broken phase are degenerate.

If S3 is a well-behaved function of T , characterized by the energy scale µ0 ∼ Tc, its
derivative ∂T (S3/T ) is likewise and the parameter β which quantifies the inverse duration of
the phase transition satisfies

β/H = T
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An extended phase of inflation (for example, Nefolds ∼ log Tc/Tn ∼ 10 → Tn/Tc ∼ 10−4)
corresponds to Tn " µ0 then β/H " 1, which implies that bubbles never percolate and the
phase transition cannot complete and reheating never occurs.

In contrast, the potential (1) leads to a tunneling action that is well-behaved as a function
of µε rather than µ. This way it is possible to achieve a small nucleation temperature together
with bubble percolation and a rather long but finite duration of the phase transition for
ε ∼ O(1/10)
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An example is given in Fig. 2 where the tunneling action is plotted for a specific Goldberger-
Wise potential [15] (taken from Ref. [11]) in comparison with an action occurring e.g. in the
electroweak phase transition in supersymmetric extensions of the SM.

Let us explain this more quantitatively. The conformal phase transition can be studied
by working in a five-dimensional Anti de Sitter (AdS) space in which the radion is stabilized
by a bulk scalar with a relatively small mass [8–11]. In the 4D picture, this corresponds to a
balance between a marginal and a slightly irrelevant deformation of the gluon sector of the
CFT. At high temperature, the system is in an AdS-Schwarzschild (AdS-S) phase involving
a single ultraviolet (Planck) brane, providing the UV cutoff of the theory. The free energy
of the AdS-S phase is given by

FAdS−S = −4π4(Ml)3T 4, (5)
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what is small for Tn " ρ. The parameter β quantifies the inverse duration of the phase
transition and this implies that in average there is at most one bubble nucleated per Hubble
volume and percolation never happens.

In the following we will discuss how the conformal phase transition in a five-dimensional
brane setup can indeed lead to several e-folds of inflation. In the 5D picture the radion is
stabilized by a bulk scalar with a relatively small mass. In the 4D picture this corresponds
to a balance between a marginal and a slightly irrelevant deformation of the gluon sector of
the CFT. The resulting effective potential of the radion is of the form

V (µ) = µ4P ((µ/µ0)
ε). (8)

The field µ is a reparametrization of the brane separation r

µ = l−1e−r/l (9)

with a standard kinetic term and l is related to the 5D curvature and is of Planck scale.
The function P is roughly polynomial and parametrizes the extrema of the potential. The
position of the extrema µ± of V depend on the specific parameters but are given by
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The smallness of ε (of O(1/10)) is then used to generate the hierarchy between the Planck
and the electroweak scale, µ− " l−1, but also implies µ+ " µ− and the potential is nearly
conformal between those widely spread values.

This construction leads to a tunnel action that is rather well-behaved as a function of µε

and not of µ. This way it is possible to achieve a small nucleation temperature in combination
with percolation and a rather small duration of the phase transition
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An example is given in Fig. 1 where the tunnel action is plotted for a specific Goldberger-
Wise potential (taken from ref. [32]) in comparison with an action as it e.g. occurs in the
electroweak phase transition in supersymmetric extensions of the SM.

Let us be a little bit more quantitative. The tunnel action can be calculated by deter-
mining the bounce solution [43, 44] in the potential (8). An accurate approximation can be
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Figure 1: Comparison of a typical polynomial potential given here by λ(µ2 − µ2
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2 + 1
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with a nearly conformal potential of the type of eq. (1). Both have a minimum at µmin ∼ 1.2 TeV.
For the usual polynomial potential µmax/µmin ∼ O(1), unless coefficients are fine-tuned while for
the potential (1) with |ε| < 1, one can easily get a shallow potential with widely separated extrema.
In this particular example |ε| = 0.2. The • indicates the position of the maxima.

that the scalar effective potential describing symmetry breaking is a scale invariant function
modulated by a slow evolution:

V (µ) = µ4P

[ (

µ

µ0

)ε ]

, (1)

similarly to the Coleman-Weinberg potential where a slow RG evolution of the potential
parameters can generate very separated scales. P is a polynomial function reflecting some
explicit breaking of conformal invariance by turning on some coupling of dimension −ε. This
potential generically has a minimum at µ− #= 0. We are interested in the case where |ε| is
small so that we have an almost marginal deformation of the CFT. If ε > 0 symmetry
breaking results from a balance between two operators unlike in QCD where it is driven by
the blow-up of the gauge coupling [5, 6]. For |ε| $ 1, a large hierarchy is generated.

2.1 Cosmological properties of a nearly conformal scalar potential

This class of potentials leads to some unique cosmological properties. In particular, it leads
to a strongly first-order phase transition. What makes the nearly conformal potentials special
is the fact that the positions of the maximum µ+ and of the minimum µ− can be very far
apart in contrast with standard polynomial potentials where they are of the same order,
as illustrated in Fig. 1. This makes the temperature dependence of the tunneling action
behave very differently from the case of standard polynomial potentials. The nucleation
temperature Tn is determined by the tunneling point µr (also called release point), which
is located behind the barrier, somewhere between the maximum and the minimum of the
potential. For a standard polynomial potential, µ+ and µ− are of the same order and the
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that the scalar effective potential describing symmetry breaking is a scale invariant function
modulated by a slow evolution:

V (µ) = µ4P
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similarly to the Coleman-Weinberg potential where a slow RG evolution of the potential
parameters can generate very separated scales. P is a polynomial function reflecting some
explicit breaking of conformal invariance by turning on some coupling of dimension −ε. This
potential generically has a minimum at µ− #= 0. We are interested in the case where |ε| is
small so that we have an almost marginal deformation of the CFT. If ε > 0 symmetry
breaking results from a balance between two operators unlike in QCD where it is driven by
the blow-up of the gauge coupling [5, 6]. For |ε| $ 1, a large hierarchy is generated.

2.1 Cosmological properties of a nearly conformal scalar potential

This class of potentials leads to some unique cosmological properties. In particular, it leads
to a strongly first-order phase transition. What makes the nearly conformal potentials special
is the fact that the positions of the maximum µ+ and of the minimum µ− can be very far
apart in contrast with standard polynomial potentials where they are of the same order,
as illustrated in Fig. 1. This makes the temperature dependence of the tunneling action
behave very differently from the case of standard polynomial potentials. The nucleation
temperature Tn is determined by the tunneling point µr (also called release point), which
is located behind the barrier, somewhere between the maximum and the minimum of the
potential. For a standard polynomial potential, µ+ and µ− are of the same order and the
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tunneling point is of the same order as the value of the field at the minimum of the potential.
For a nearly conformal potential, the two extrema are widely separated and as we will show,
the release point can be as low as µr !

√
µ+µ− " µ−. Since the nucleation temperature

Tn ∝ µr, we can get a very small Tn compared to the vacuum expectation value of the scalar
field µ− and therefore several efolds of inflation.

Typically, an extended phase of inflation (at least several efolds) cannot be ended by a
first-order phase transition. This is the well-known graceful exit problem of old inflation
which results from the following argument: for a generic free energy V (φ, T ) the tunnel
action S3/T is a “well-behaved” (meaning roughly polynomial) function of the temperature
T . The first nucleated bubbles appear when the temperature satisfies, in terms of the Hubble
constant H ,

S3/T ≈ log
T 4

H4
. (2)

At the weak scale, this corresponds to S3/T ≈ 140. In order to realize several efolds of infla-
tion, the onset of the phase transition and bubble nucleation should happen at a temperature
Tn that is several orders of magnitude smaller than the critical temperature Tc defined as
the temperature at which the symmetric and broken phase are degenerate.

If S3 is a well-behaved function of T , characterized by the energy scale µ0 ∼ Tc, its
derivative ∂T (S3/T ) is likewise and the parameter β which quantifies the inverse duration of
the phase transition satisfies
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An extended phase of inflation (for example, Nefolds ∼ log Tc/Tn ∼ 10 → Tn/Tc ∼ 10−4)
corresponds to Tn " µ0 then β/H " 1, which implies that bubbles never percolate and the
phase transition cannot complete and reheating never occurs.

In contrast, the potential (1) leads to a tunneling action that is well-behaved as a function
of µε rather than µ. This way it is possible to achieve a small nucleation temperature together
with bubble percolation and a rather long but finite duration of the phase transition for
ε ∼ O(1/10)
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An example is given in Fig. 2 where the tunneling action is plotted for a specific Goldberger-
Wise potential [15] (taken from Ref. [11]) in comparison with an action occurring e.g. in the
electroweak phase transition in supersymmetric extensions of the SM.

Let us explain this more quantitatively. The conformal phase transition can be studied
by working in a five-dimensional Anti de Sitter (AdS) space in which the radion is stabilized
by a bulk scalar with a relatively small mass [8–11]. In the 4D picture, this corresponds to a
balance between a marginal and a slightly irrelevant deformation of the gluon sector of the
CFT. At high temperature, the system is in an AdS-Schwarzschild (AdS-S) phase involving
a single ultraviolet (Planck) brane, providing the UV cutoff of the theory. The free energy
of the AdS-S phase is given by

FAdS−S = −4π4(Ml)3T 4, (5)
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Figure 1: The tunnel action S3/T as a function of T/Tc for a typical near-conformal potential

(solid line) (we used the Goldberger-Wise potential for illustration) and for a usual polynomial
Higgs potential (dashed line). The horizontal blue line indicates the tunneling value S3/T ∼
4 log(MP l/MEW ) ∼ 140. For a standard potential, the nucleation temperature is always close to

the critical one, unless some fine-tuning is involved. For a near-conformal potential, supercooling is
a general feature and the nucleation temperature can easily be several orders of magnitude below

the critical temperature.

obtained by exploiting the near-conformal behavior of the system1. For a certain bounce
solution with release point µr, the potential is approximated by

V (µ) ≈ µ4P ((µr/µ0)
ε) ≡ −µ4κ. (12)

The conformal invariance of the potential then allows to determine the action and the corre-
sponding nucleation temperature Tn as (we only consider the O(3) symmetric tunnel action
here)

S3/T % 290κ−3/4(Ml)3, Tn % 0.1κ1/4µr, (13)

where M denotes the 5D Planck mass and l is related to the 5D curvature of the system.
If the release point approaches either the minimum or the maximum of the potential, P

(and hence κ) becomes small according to the potential of the form (8) with small ε. This
is reasonable, since for µr → µ− the action becomes large (and Tn → Tc), while for µr → µ+

the temperature drops significantly and hence a large S3/T results.

1We follow the notation and analysis of [32].
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Figure 4: Number of efolds of inflation as a function of the radion mass. Left: Randall-Sundrum
model for different values of (Ml)3 and µ− = 4 TeV; Right: A generic model with potential (1)
where the constraint fixing the hierarchy, eq. (20), is relaxed. At the point where the curves stop,
the system cannot tunnel and is stuck in the symmetric phase.

which in turn gives a lower bound on the nucleation temperature according to (12).
As for the critical temperature Tc, it is given by equating the free energy of the AdS-S

phase, with the potential difference between the conformally symmetric and broken phases.
This potential difference is given by

∆V = 2εl−4(Ml)3
v22
M3

ξ−(ξ− − 1)e−4r
−
/l, (21)

and using the expression for the radion mass (eq. (69) of [11])

m2
rad =

2

3
εµ2

−
v22
M3

(4(ξ− − 1) + εξ−)ξ−, (22)

we have for ξ− not too close to unity

∆V ≈
3

4
(Ml)3m2

radµ
2
−. (23)

Equating this with the free energy of the AdS-S phase, eq. (5), yields

4π4T 4
c =

3

4
m2

radµ
2
−, (24)

leading to

Nefolds ∼ log
Tc

Tn
$ log

µ−

µr
+ 0.74−

1

4
log κ(µr) +

1

2
logmrad/µ−. (25)

Therefore, the number of efolds is essentially controlled by the hierarchy µ−/µ+ and the
maximal number of efolds is

Nefolds < log

√

µ−

µ+
=

r−
2l

≈ 18. (26)
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which in turn gives a lower bound on the nucleation temperature according to (12).
As for the critical temperature Tc, it is given by equating the free energy of the AdS-S
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This potential difference is given by
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tunneling point is of the same order as the value of the field at the minimum of the potential.
For a nearly conformal potential, the two extrema are widely separated and as we will show,
the release point can be as low as µr !

√
µ+µ− " µ−. Since the nucleation temperature

Tn ∝ µr, we can get a very small Tn compared to the vacuum expectation value of the scalar
field µ− and therefore several efolds of inflation.

Typically, an extended phase of inflation (at least several efolds) cannot be ended by a
first-order phase transition. This is the well-known graceful exit problem of old inflation
which results from the following argument: for a generic free energy V (φ, T ) the tunnel
action S3/T is a “well-behaved” (meaning roughly polynomial) function of the temperature
T . The first nucleated bubbles appear when the temperature satisfies, in terms of the Hubble
constant H ,

S3/T ≈ log
T 4

H4
. (2)

At the weak scale, this corresponds to S3/T ≈ 140. In order to realize several efolds of infla-
tion, the onset of the phase transition and bubble nucleation should happen at a temperature
Tn that is several orders of magnitude smaller than the critical temperature Tc defined as
the temperature at which the symmetric and broken phase are degenerate.

If S3 is a well-behaved function of T , characterized by the energy scale µ0 ∼ Tc, its
derivative ∂T (S3/T ) is likewise and the parameter β which quantifies the inverse duration of
the phase transition satisfies
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An extended phase of inflation (for example, Nefolds ∼ log Tc/Tn ∼ 10 → Tn/Tc ∼ 10−4)
corresponds to Tn " µ0 then β/H " 1, which implies that bubbles never percolate and the
phase transition cannot complete and reheating never occurs.

In contrast, the potential (1) leads to a tunneling action that is well-behaved as a function
of µε rather than µ. This way it is possible to achieve a small nucleation temperature together
with bubble percolation and a rather long but finite duration of the phase transition for
ε ∼ O(1/10)
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An example is given in Fig. 2 where the tunneling action is plotted for a specific Goldberger-
Wise potential [15] (taken from Ref. [11]) in comparison with an action occurring e.g. in the
electroweak phase transition in supersymmetric extensions of the SM.

Let us explain this more quantitatively. The conformal phase transition can be studied
by working in a five-dimensional Anti de Sitter (AdS) space in which the radion is stabilized
by a bulk scalar with a relatively small mass [8–11]. In the 4D picture, this corresponds to a
balance between a marginal and a slightly irrelevant deformation of the gluon sector of the
CFT. At high temperature, the system is in an AdS-Schwarzschild (AdS-S) phase involving
a single ultraviolet (Planck) brane, providing the UV cutoff of the theory. The free energy
of the AdS-S phase is given by

FAdS−S = −4π4(Ml)3T 4, (5)

4

We plot in Fig. 4(a) the number of efolds (more precisely logµ−/µr) as a function of the
radion mass in the Randall-Sundrum model where the ratio µ−/µ+ is constrained by the
weak/Planck scale hierarchy. This constraint is relaxed in Fig. 4(b) where therefore the
number of efolds can reach values required to solve the horizon problem. In any case, we see
that a large number of efolds is associated with a light radion (relative to the scale µ−).

2.3 Backreaction constraints

In this section, we derive the limits to the validity of our analysis, in particular the constraints
from backreaction. In the Goldberger-Wise stabilization mechanism [15] that leads to a
potential of the form (1), one introduces a 5D bulk scalar Φ with a mass m that is related
to ε by

ε =
√
4 +m2l2 − 2. (27)

As discussed in [9], imposing that the energy in the Goldberger-Wise field is subdominant
compared to the bulk cosmological constant (in other words that it does not distort too
much the AdS geometry) significantly restricts the available parameter space.

The 5D metric is parametrized as

ds2 = e2A(r)
(

dt2 − e2
√
Λtd"x2

)

− dr2, (28)

where Λ is the 4D cosmological constant. Our parameter space comprises the radion mass
mrad , ε and (Ml)3 (or N in the 4D language) and is constrained by requiring that some
terms in the equation of motion of the warp factor A are small:

A′2 =
1

l2
−

1

24M3
m2Φ2 +

1

24M3
Φ′2 + Λe−2A. (29)

Demanding that the first term in (29) dominates over the second and third leads to

4εv21 # 24M3, and v22(εξ− + 4(ξ− − 1))2 # 24M3. (30)

In addition, we should consider the impact of the 4D cosmological constant term Λ on the
parameter space. If it is neglected, the parameters ξ− and ξ+ are related by (17) while in
the regime of a large cosmological constant one finds the relation (18) and in general the
bound (19). Interestingly, this bound automatically ensures percolation, c.f. eq. (4). Using
the radion mass (22) and the relation ξ− = v1

v2
e−εr

−
/l, the three constraints are

m2
rad/µ

2
− < 16ε

ξ−
4(ξ− − 1) + εξ−

,

m2
rad/µ

2
− < 4e−2εr

−
/l 4(ξ− − 1) + εξ−

ξ−
,

ε >
l

r−
log ξ−/ξ+. (31)

These constraints together with the contour lines for the predicted number of efolds are
shown in Fig. 5 for three values of (Ml)3 = N2/16π2. These plots clearly demonstrate the
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Figure 4: Number of efolds of inflation as a function of the radion mass. Left: Randall-Sundrum
model for different values of (Ml)3 and µ− = 4 TeV; Right: A generic model with potential (1)
where the constraint fixing the hierarchy, eq. (20), is relaxed. At the point where the curves stop,
the system cannot tunnel and is stuck in the symmetric phase.

which in turn gives a lower bound on the nucleation temperature according to (12).
As for the critical temperature Tc, it is given by equating the free energy of the AdS-S

phase, with the potential difference between the conformally symmetric and broken phases.
This potential difference is given by

∆V = 2εl−4(Ml)3
v22
M3

ξ−(ξ− − 1)e−4r
−
/l, (21)

and using the expression for the radion mass (eq. (69) of [11])

m2
rad =

2

3
εµ2

−
v22
M3

(4(ξ− − 1) + εξ−)ξ−, (22)

we have for ξ− not too close to unity

∆V ≈
3

4
(Ml)3m2

radµ
2
−. (23)

Equating this with the free energy of the AdS-S phase, eq. (5), yields

4π4T 4
c =

3

4
m2

radµ
2
−, (24)

leading to

Nefolds ∼ log
Tc

Tn
$ log

µ−

µr
+ 0.74−

1

4
log κ(µr) +

1

2
logmrad/µ−. (25)

Therefore, the number of efolds is essentially controlled by the hierarchy µ−/µ+ and the
maximal number of efolds is

Nefolds < log

√

µ−

µ+
=

r−
2l

≈ 18. (26)
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Figure 5: Contours for the number of efolds (more precisely log µ−/µr). The shaded region is
where calculability can be trusted, as defined by the constraints in (31). Below the bottom line,
the system never tunnels to the broken phase. From top to bottom, the plots show N = 2, 3 and
5; from left to right the series of three plots respectively use ξ−/ξ+ = 1.05, 1.2 and 1.65. For larger
N the phase transition becomes stronger and beyond N > 6 the system is generally stuck in the
symmetric phase, at least in the domain of calculability and only considering thermal tunneling.

observation first made in Ref. [8] that there is a tension between the large N assumption
needed for calculability and the possibility to complete the phase transition. In [8], the
bounds were stronger and the conclusion was rather negative, i.e that the transition could
not complete in the regime of calculability. This conclusion was ameliorated in [9] where
the tunneling action was estimated in the supercooling regime, namely in the thick-wall
limit, and for O(4) symmetric bubbles and also taking into account the fact that the field
value at tunneling is not close to the value at the minimum. These effects improve the
nucleation probability, as re-examined in more details in [10], and refined by taking into
account backreactions in [11], confirming that the bounds are actually less stringent than
in [8]. One also gets a much weaker phase transition when the geometry is deformed in the
infrared [16].

To conclude, in the region of parameter space allowing calculability, the phase transition
tends to be so strong that several efolds of inflation can occur before the onset of the phase
transition. If one is willing to push calculability to its limit, N = 2, then there is typically
less supercooling and several efolds take place only by tuning the radion mass to a low value.
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known as cold baryogenesis [18–28] and show that it is theoretically well-motivated and only
relies on the existence of a nearly conformal sector at the TeV scale, something which will
be tested at the LHC. Our conclusions will be very general and model-independent. One
major advantage of cold baryogenesis is that it does not depend on the details of the new
sources of CP violation, which can be described by dimension-six effective operators which
are totally unconstrained by EDMs.

The cold baryogenesis mechanism is interesting in that it also only invokes Standard
Model baryon number violation and beautifully makes use of the global texture of the SU(2)
electroweak theory. Nevertheless, so far, it has not received too much acclaim because it
relies on a somewhat unnatural assumption: a period of low-scale (EW scale) hybrid inflation
with the Higgs as the waterfall field. The end of inflation is triggered when the Higgs mass
turns negative and a spinodal instability gives rise to an exponential growth of soft Higgs
modes. At this stage, all particles present before low scale inflation have been inflated
away and the universe is cold and empty. Subsequently, the vacuum energy stored in the
Higgs and inflaton fields reheats the plasma. This energy transfer happens far away from
equilibrium, which makes baryogenesis during this period feasible. One of the weaknesses of
this scenario is that low scale inflation requires a significant amount of tuning in the inflaton
sector [20, 25, 28]. Besides, like for the Higgs, a fundamental light scalar inflaton implies a
hierarchy problem.

The purpose of the present paper is to demonstrate that the conformal phase transition in
some models of strongly coupled electroweak symmetry breaking can lead quite generically to
a situation in which cold electroweak baryogenesis is feasible. We want to keep the discussion
as model-independent as possible. The underlying scalar potential is of the general type

V (µ,φ) = µ4 ×
(

P ((µ/µ0)
ε) + V(φ)/µ4

0

)

, (1)

where µ is the radion (dilaton) field which acquires a vev µ0 ∼ O(1 TeV). At the confining
scale µ0, an approximate conformal symmetry governs the dynamics. |ε| parametrizes the
explicit breaking of conformal invariance and we are working in the limit |ε| # 1 leading
to a very shallow potential P ((µ/µ0)ε) with widely separate extrema. As well-known from
lattice studies, confining phase transitions are first-order for the rank of the SU(N) gauge
group N ! 3 (the exact bound depends on the matter content) and growing more strongly
first-order as N increases. For our discussion, we do not need to specify the form of the
Higgs potential V(φ), which can be Standard-Model like. The cosmological properties of the
potential (1) are reviewed in a companion article [29]. The radion acts in this context similar
to an inflaton and the conformal symmetry protects the Higgs as well as the radion mass thus
solving the hierarchy problem. The conformal phase transition is strongly first-order and
proceeds by bubble nucleation. This modifies significantly the standard picture of reheating.

The Randall–Sundrum model [30] with Goldberger–Wise stabilization [31] is an explicit
realization where the stabilization of a warped extra dimension solves the hierarchy problem.
It is dual, via the AdS/CFT correspondence, to a 4D theory where confinement is induced
by an interplay of weakly coupled operators perturbing a CFT [32, 33].

In the next section, we review the microscopic picture of cold electroweak baryogenesis.
In Section 3 we discuss preheating after a stage of supercooling ended by a strongly first-order
phase transition and argue that models with nearly conformal dynamics offer all the required

2

The full EW symmetry breaking sector has a potential of the form
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below the temperature at which the EW symmetry is restored, TEW, according to eq. (39).

The condition (36) is only indicative. First of all, after conformal symmetry breaking, most
degrees of freedom of the conformal sector have masses comparable to the temperature
and will, to a certain extent, contribute to the free energy, modifying the relation (34).
Secondly, for a nearly conformal radion potential, the tunneling back to the symmetric
phase involves sizable superheating and happens at a significantly larger temperature than
the critical one (just as the tunneling to the broken phase involves sizable supercooling).
In any case, even if nucleation back to the symmetric phase is a priori possible, bubbles of
symmetric phase cannot grow rapidly into the broken phase, as the latent heat is negative
(see e.g. [29]) and the phase transition has to proceed by other means (e.g. a slow growth
of droplets). In summary, we do not need to consider any particular constraint resulting
from a reheating temperature potentially higher than the critical temperature associated
with conformal symmetry breaking.

What we are really interested in is whether the electroweak symmetry can be restored
even if the conformal symmetry stays broken after reheating. Although this essentially
depends on the form of the effective potential for the Higgs field that we have not specified
here, some general conclusions can be drawn. For instance, if the reheat temperature is
smaller than TEW, the temperature at which the EW symmetry is restored, then standard
EW baryogenesis cannot take place and we have to rely on a different mechanism to explain
the matter-antimatter asymmetry of the universe. Alternative mechanisms exist and will
depend on the reheating temperature that we estimate now. Using again the following
expression for the free energy difference in terms of the radion mass

∆V =
3

4
(Ml)3m2

radµ
2
−, (37)

and (34) we obtain for the reheating temperature

Treh =

(

45

2π2g∗

)1/4

(Ml)3/4
√
mradµ−, (38)

13

TRH <TEW

a potential of the form

VTOT = µ4 ×
(

P ((µ/µ0)
ε) + V(φ)/µ4

0

)

. (33)

While µ condensation induces EW symmetry breaking (and thus bubbles also involve Higgs
field varying vev), one should keep in mind that the potential V(φ) alone may not necessarily
display a first-order phase transition. On the other hand, it is the phase transition associated
with φ condensation which is traditionally the relevant one for baryogenesis. The nature of
the phase transition in composite Higgs models remains to be investigated in specific models.
Studies of the scalar potential have concentrated on V(φ) [1, 23]. However, one should in
principle compute the full VTOT(µ,φ), which is a non-trivial task. Although this is a model-
dependent question that relies on the form of the Higgs potential V(φ) which we do not
specify here, some general statements can be made on the cosmology as we discuss now.

3.1 Reheating temperature predictions

In our scenario, when bubbles are nucleated, the universe is very cold. Reheating starts when
bubble collide. The value of the reheat temperature is a crucial ingredient to determine not
only what are the possible frameworks for baryogenesis but also what are the underlying
conditions for the computation of the dark matter abundance. Baryogenesis depends on
whether the reheat temperature Treh is below or above the sphaleron freeze-out temperature,
which is essentially given by the temperature at which the electroweak symmetry is broken.
As far as dark matter is concerned, if Treh is at the electroweak scale, the common thermal
freeze-out mechanism prediction for WIMP dark matter abundance is no more guaranteed
if Treh ! mDM.

The process of reheating from bubble collisions was first discussed in [24] and later in the
early nineties in [25–27]. We apply these results to the case of a strongly first-order phase
transition taking place in an empty universe as a result of nearly conformal dynamics at
the TeV scale in the companion paper [28], where, in particular, we argue that the scalar
field dynamics during the collisions provides ideal conditions for a natural cold baryogenesis
mechanism. In the present section, we discuss the value of the reheat temperature Treh and
review the consequences for baryogenesis and dark matter generation mechanisms in this
new context.

At the TeV scale, the expansion of the Universe is negligible and Treh can be estimated
using energy conservation

∆V = g∗
π2

30
T 4
reh, (34)

where g∗ ∼ 100 is the number of relativistic degrees of freedom given by the particle content
of the SM after the phase transition. On the other hand, the critical temperature is [8–11]

4π4(Ml)3T 4
c = ∆V. (35)

Note that in contrast with more common phase transitions, the reheating temperature may
therefore exceed the critical temperature associated with conformal symmetry breaking, if
there is a large number of degrees of freedom in the CFT gas:

(Ml)3 "
g∗

120π2
∼ 8× 10−2 or N >

√

2g∗
15

∼ 3.6 . (36)
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which leads to

Treh ≷ TEW −→
mrad

µ−
≷

6.6

(Ml)3/2

(

TEW

µ−

)2

. (39)

The bounds on mrad/µ− in the Goldberger-Wise model are shown in Fig. 5 and the bound
(39) is illustrated in Fig. 6. We plot the reheat temperature as a function of the radion mass
in Fig. 7. Thus, whether the electroweak symmetry is restored after reheating depends on
the radion mass and on the temperature of electroweak symmetry breaking which in turn
depends on the Higgs mass.

For example, in the minimal composite Higgs model [1], rather large Higgs masses can
arise, in particular at small N , while for the temperature of electroweak symmetry breaking,
the Standard Model relation [30] is valid

TEW

MHiggs
#

(

m2
W/v2 +

1

2
m2

Z/v
2 +m2

t/v
2

)−1/2

∼ 1.3 . (40)

In the case N = 3, significant supercooling happens if mrad/µ− < 0.3 and for a Higgs mass
of 200 GeV, the electroweak symmetry is restored after reheating if µ− > 2.6 TeV. Similarly,
one finds in the case N = 5 the bound µ− > 1.6 TeV.

3.2 Viable baryogenesis mechanisms

• Treh > TEW : If the reheat temperature is large enough, the universe will go back tem-
porarily into the electroweak symmetric phase. In this situation, we will recover a standard
cosmological evolution where eventually the EW symmetry is broken.

If the EW symmetry breaking proceeds by a cross-over, no departure from equilibrium
occurs and none of the common baryogenesis mechanisms can apply here (high scale lep-
togenesis or EW baryogenesis). Alternatives could be baryogenesis from out-of-equilibrium
decay of TeV scale composite states [31] or low-scale leptogenesis with TeV scale particles
that produce the lepton asymmetry by decay. These TeV scale particles can be produced by
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in Fig. 7. Thus, whether the electroweak symmetry is restored after reheating depends on
the radion mass and on the temperature of electroweak symmetry breaking which in turn
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For example, in the minimal composite Higgs model [1], rather large Higgs masses can
arise, in particular at small N , while for the temperature of electroweak symmetry breaking,
the Standard Model relation [30] is valid
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In the case N = 3, significant supercooling happens if mrad/µ− < 0.3 and for a Higgs mass
of 200 GeV, the electroweak symmetry is restored after reheating if µ− > 2.6 TeV. Similarly,
one finds in the case N = 5 the bound µ− > 1.6 TeV.

3.2 Viable baryogenesis mechanisms

• Treh > TEW : If the reheat temperature is large enough, the universe will go back tem-
porarily into the electroweak symmetric phase. In this situation, we will recover a standard
cosmological evolution where eventually the EW symmetry is broken.

If the EW symmetry breaking proceeds by a cross-over, no departure from equilibrium
occurs and none of the common baryogenesis mechanisms can apply here (high scale lep-
togenesis or EW baryogenesis). Alternatives could be baryogenesis from out-of-equilibrium
decay of TeV scale composite states [31] or low-scale leptogenesis with TeV scale particles
that produce the lepton asymmetry by decay. These TeV scale particles can be produced by
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Treh > TEW Treh < TEW

EWPT is EWPT is φ
T

∣

∣

Treh

> 1 φ
T

∣

∣

Treh

< 1
1st-order crossover

cold EW − − + −
baryogenesis
non-local EW if φ/T |EW > 1 − − −
baryogenesis

low-scale lepto/baryogenesis + + − +
from TeV particle decays

B-conserving baryogenesis from + + + +
asymmetric dark matter

Table 1: The viability of different baryogenesis scenarios depending on the reheating temperature
after the conformal phase transition and the properties of the electroweak phase transition. TEW

is the temperature at which EW symmetry gets restored. The last possibility is very specific as it
does not require sphaleron processes at any moment. It assumes that, in a B-conserving universe,
the dark matter carries the anti-baryonic charge that is missing in the visible sector [31].

There is actually no dilemma. As discussed above and in [28], any TeV-mass particle
with significant coupling to the radion/Higgs, hence possibly dark matter particles, will be
substantially produced at the early stages of preheating when bubbles collide. With a Yukawa
coupling y, a fraction y2 of the energy in the scalar sector is transformed into dark matter
particles and already very moderate couplings of order 10−5 between the radion/Higgs and
the dark matter sector (that contains for example stable composite states of the strongly
coupled sector) will account for the observed dark matter abundance [32, 33].

4 Experimental probes

4.1 LHC tests

The underlying motivation for the framework we have been discussing is, as well-known, that
strong dynamics at the TeV scale nullifies the hierarchy problem. The standard realization
of this scenario is technicolor [37], which, however, is not easy to reconcile with EW precision
measurements and flavor constraints. In the last years, an interesting variation interpolating
between technicolor theories and the SM Higgs model has appeared where the Higgs emerges
as a pseudo Goldstone boson from the breaking of a global symmetry of a strongly interacting
sector [2]. Generically, in this picture, we expect new resonances at the scale µ− ∼ O(1) TeV.
However, depending on the precise value µ−, these states may or may not be accessible at
the LHC. A genuine strong coupling signature is the growth with energy of the longitudinal
gauge bosons scattering amplitudes and double Higgs production. Observing these effects
has been shown to be extremely challenging and would require several hundreds of fb−1 of
LHC data at 14 TeV [38].

On the other hand, these models also suggest that SM fermion masses should arise via
mixing of elementary fermions with composite fermions of the strong sector [7]. In this
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Figure 1: The path of the scalar field for the three different potentials a), b), c) discussed in the
text. “1” denotes the path in the expanding bubble walls. “2” is the path during the collision. “3”
is the path in the collided region.

SM particles before it is accumulated in the scalar sector. Besides, particle production is
suppressed by the Lorenz factor γ2

w of the colliding bubble walls [48].
Secondly, in the case (b) where the scalar potential has two nearly degenerate local

minima, the expanding bubble walls bounce in the potential and reflect at each other (see
Fig. 1(b)). This reestablishes a region of symmetric phase between the collided bubble
walls. The expansion of the bubble walls is counteracted by the pressure difference, such
that the bubble walls are slowed down and finally the symmetric phase collapses again
(as shown in Ref. [48] and in the left plots of Fig. 2 and Fig. 3). Each collision releases
some fraction of the wall energy into scalar waves. Most of the energy is radiated away
after a few collisions. Even though expanding bubble walls do not decay into fermions2,
thermalization occurs by production of scalar waves. The different collisions are separated
by a time of the order of the Hubble time, which is much longer than the electroweak time
scale that determines the decay rate of the classical scalar waves3. This constitutes a serious
problem for us since the process of transferring the bubble wall energy into EW scale scalar
configurations is very inefficient. On top of that, the reflections of bubble walls themselves
lead to significant particle production: a fixed fraction g2 of the energy of the colliding walls
goes into production of fermions [48], even in the limit γw → ∞. Hence, in the case of nearly
degenerate vacua, a sizable fraction of the energy will be drained into the fermionic sector.
Therefore, it is questionable that a sizable energy fraction is present in the form of classical
kinetic energy of the Higgs field.

The potential (c) with two asymmetric minima gives different results. When two scalar
bubbles collide, the scalar field bounces and is reflected close to the symmetric phase. How-
ever, a partial loss in energy implies that the field only approaches the old minimum to a
certain extent. In Ref. [52, 53], it is shown that the walls are reflected only if the field can
reach the basin of attraction of the symmetric minimum. If not, the field bounces back close
to the symmetric minimum but remains in the basin of attraction of the broken phase. In
this case, the field approaches after a short while the broken minimum and starts oscillating

2This can be seen by noting that the wall profile has no time-dependence in the co-moving frame and
only a support for p2 ≤ 0 in Fourier space. Hence there is no particle production according to (10).

3Using (10) the decay rate of the classical Higgs waves is basically the one of the Higgs particle.
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Figure 2: Collision of planar bubble walls (with initial velocity vw = 0.5) using the potential (12)
for λ = 1. The left (right) plots are respectively for the nearly symmetric (η = 0.2) and asymmetric
(η = 0.6) potentials. In case (b), the walls are reflected, and eventually stop expanding until the
symmetric phase collapses again. In case (c) the field cannot leave the basin of attraction of the
broken phase. These plots correspond to different slices of the collisions shown in Fig. 3.

around it (see Fig. 1(c)). This very much resembles the situation of the tachyonic instability
after low-scale inflation.

There are two relevant parameters that decide in which basin of attraction the field ends
up. For highly relativistic walls, γw → ∞, the field tends to bounce closer to the symmetric
phase. The second relevant quantity is the size of the basin of attraction of the symmetric
phase. We checked that for a very shallow potential with widely separated minima µ+ and
µ− [29], reflection is very unlikely due to the huge hierarchy µ+/µ− # 1 and as a result the
basin of attraction of the symmetric minimum is unattainable.

This situation is demonstrated in Fig. 2, 3 and 4 where we display the results of a
simulation of the collision of two planar bubbles in a potential of the form

V (φ) = λ(φ2 − v2)2 + η vφ(φ2 − 3v2). (12)

The scalar field obeys the two-dimensional equation of motion

∂2
t φ− ∂2

zφ = −
dV

dφ
, (13)

and the initial conditions are chosen as bubbles with opposing expansion directions with wall
thickness lw and velocity vw. For a single bubble we use

φ(z, t0) =
φc

2
[ 1± tanh (γw [vw(t− t0)− (z − z0)] /lw) ] , (14)
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SM particles before it is accumulated in the scalar sector. Besides, particle production is
suppressed by the Lorenz factor γ2

w of the colliding bubble walls [48].
Secondly, in the case (b) where the scalar potential has two nearly degenerate local

minima, the expanding bubble walls bounce in the potential and reflect at each other (see
Fig. 1(b)). This reestablishes a region of symmetric phase between the collided bubble
walls. The expansion of the bubble walls is counteracted by the pressure difference, such
that the bubble walls are slowed down and finally the symmetric phase collapses again
(as shown in Ref. [48] and in the left plots of Fig. 2 and Fig. 3). Each collision releases
some fraction of the wall energy into scalar waves. Most of the energy is radiated away
after a few collisions. Even though expanding bubble walls do not decay into fermions2,
thermalization occurs by production of scalar waves. The different collisions are separated
by a time of the order of the Hubble time, which is much longer than the electroweak time
scale that determines the decay rate of the classical scalar waves3. This constitutes a serious
problem for us since the process of transferring the bubble wall energy into EW scale scalar
configurations is very inefficient. On top of that, the reflections of bubble walls themselves
lead to significant particle production: a fixed fraction g2 of the energy of the colliding walls
goes into production of fermions [48], even in the limit γw → ∞. Hence, in the case of nearly
degenerate vacua, a sizable fraction of the energy will be drained into the fermionic sector.
Therefore, it is questionable that a sizable energy fraction is present in the form of classical
kinetic energy of the Higgs field.

The potential (c) with two asymmetric minima gives different results. When two scalar
bubbles collide, the scalar field bounces and is reflected close to the symmetric phase. How-
ever, a partial loss in energy implies that the field only approaches the old minimum to a
certain extent. In Ref. [52, 53], it is shown that the walls are reflected only if the field can
reach the basin of attraction of the symmetric minimum. If not, the field bounces back close
to the symmetric minimum but remains in the basin of attraction of the broken phase. In
this case, the field approaches after a short while the broken minimum and starts oscillating

2This can be seen by noting that the wall profile has no time-dependence in the co-moving frame and
only a support for p2 ≤ 0 in Fourier space. Hence there is no particle production according to (10).

3Using (10) the decay rate of the classical Higgs waves is basically the one of the Higgs particle.
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Figure 3: Collision of planar bubble walls for the potential (12) with λ = 1. The top (bottom)
plots use as initial wall velocity vw = 0.5 (0.98), respectively. The left (right) plots are for the
symmetric (asymmetric) potential with η = 0.2 (0.6). Light (dark) gray corresponds to the broken
(symmetric) phase. In the left case, the walls are reflected, and eventually stop expanding until the
symmetric phase collapses again. In the right case, the field cannot leave the basin of attraction
of the broken phase. The last pair of plots shows the time evolution of the fractions of the total
energy in potential energy, bubble wall energy and “kinetic” energy of the classical scalar field in
the case vw = 0.5 (see text).
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minima, the expanding bubble walls bounce in the potential and reflect at each other (see
Fig. 1(b)). This reestablishes a region of symmetric phase between the collided bubble
walls. The expansion of the bubble walls is counteracted by the pressure difference, such
that the bubble walls are slowed down and finally the symmetric phase collapses again
(as shown in Ref. [48] and in the left plots of Fig. 2 and Fig. 3). Each collision releases
some fraction of the wall energy into scalar waves. Most of the energy is radiated away
after a few collisions. Even though expanding bubble walls do not decay into fermions2,
thermalization occurs by production of scalar waves. The different collisions are separated
by a time of the order of the Hubble time, which is much longer than the electroweak time
scale that determines the decay rate of the classical scalar waves3. This constitutes a serious
problem for us since the process of transferring the bubble wall energy into EW scale scalar
configurations is very inefficient. On top of that, the reflections of bubble walls themselves
lead to significant particle production: a fixed fraction g2 of the energy of the colliding walls
goes into production of fermions [48], even in the limit γw → ∞. Hence, in the case of nearly
degenerate vacua, a sizable fraction of the energy will be drained into the fermionic sector.
Therefore, it is questionable that a sizable energy fraction is present in the form of classical
kinetic energy of the Higgs field.

The potential (c) with two asymmetric minima gives different results. When two scalar
bubbles collide, the scalar field bounces and is reflected close to the symmetric phase. How-
ever, a partial loss in energy implies that the field only approaches the old minimum to a
certain extent. In Ref. [52, 53], it is shown that the walls are reflected only if the field can
reach the basin of attraction of the symmetric minimum. If not, the field bounces back close
to the symmetric minimum but remains in the basin of attraction of the broken phase. In
this case, the field approaches after a short while the broken minimum and starts oscillating

2This can be seen by noting that the wall profile has no time-dependence in the co-moving frame and
only a support for p2 ≤ 0 in Fourier space. Hence there is no particle production according to (10).

3Using (10) the decay rate of the classical Higgs waves is basically the one of the Higgs particle.
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In 3D

Figure 4: 3D plot corresponding to the bottom right plot of Fig. 3.

and we choose the wall thickness to be the value obtained in the thin wall approximation
(l−1

w =
√
2λv). The parameter η quantifies the level of degeneracy of the two minima. We

show results for the two values η = 0.2 and η = 0.6. In the rather symmetric case (η = 0.2),
the walls bounce back to the symmetric phase. In the asymmetric case (η = 0.6), the field
stays in the basin of attraction of the broken phase and starts oscillating around it after a
short while of slow roll behavior close to the maximum. Notice that in both cases bubble
walls are present after the collision and store the predominant fraction of the vacuum energy.
In the asymmetric case, the reflected walls do not loose their energy while expanding into
the broken phase and they expand until they meet another reflected wall and thermalize by
scattering. We have checked that we obtain similar results for a nearly conformal potential
of type (1). The 3D representation of the collision corresponding to the bottom right plot
of Fig. 3 is shown in Fig. 4.

In the bottom plots of Fig. 3, we show the fraction of the energy stored in gradient
and kinetic energy of the scalar field, since this is the relevant quantity determining the
production of winding configurations. What we call “kinetic” is the sum of the gradient
plus kinetic energy in the broken phase excluding the wall. Note that the total energy in
the asymmetric case is about a factor 3 larger than in the symmetric case (due to the larger
difference in the potential minima). Note also that most of the “kinetic” energy in the
symmetric case actually results from the wall: When the bubble wall changes direction, the
wall becomes thicker and reaches into the region that we attribute to the broken phase (see
Fig. 2). From these plots, it is clear that for nearly degenerate minima, there is little energy
transferred in kinetic energy of the scalar field whereas for an asymmetric potential (c), a
large fraction of the energy ends up in gradient and kinetic energy of the Higgs.

We conclude that bubble collisions in an empty universe as arising in a nearly conformal
phase transition lead to a situation that closely resembles the situation after low-scale hybrid
inflation: First, bubbles nucleate and expand. Then, the walls are reflected and sweep space
a second time. After the bubble wall has passed a second time, the scalar vev is arranged
close to the symmetric phase but beyond the potential barrier of the asymmetric potential (in
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In general, c2
s depends on the EoS for the plasma, being c2

s = 1/3 in the bag case. In the
general case, c2

s will be ξ-dependent, although in many cases of interest deviations from 1/3
will be small.

Eq. (27) can then be solved (with the appropriate boundary conditions) to yield the
velocity profile v(ξ) of the plasma. Subsequently, eqs. (26) can be integrated to yield

w(ξ) = w0 exp

[

∫ v(ξ)

v0

(

1 +
1

c2
s

)

γ2 µ dv

]

. (29)

In the calculation of the gravitational radiation produced in the phase transition one
needs to compute the kinetic energy in the bulk motion of the plasma. We have now all
ingredients necessary to perform such calculation. The ratio of that bulk kinetic energy over
the vacuum energy gives the efficiency factor κ as

κ =
3

εξ3
w

∫

w(ξ)v2γ2 ξ2 dξ , (30)

where ξw is the velocity of the bubble wall. Notice that this definition coincides with the
expression used in the gravitational wave literature, that is given by κ = 3

εR3
w

∫

w v2γ2 R2dR,

but differs from the definition used in ref. [5] by a factor ξ3
w.

We also numerically check energy conservation: Integration of T00 over a region larger
than the bubble (including the shock front) is constant in time, giving

∫
[

(γ2 −
1

4
)w −

3

4
wN

]

ξ2dξ =
ε

3
ξ3
w, (31)

where wN denotes the enthalpy at nucleation temperature far in front of the wall. This
implies that the energy which is not transformed into kinetic bulk motion, but is used
instead to increase the thermal energy, is

1 − κ =
3

εξ3
w

∫

3

4
(w − wN)ξ2dξ =

3

εξ3
w

∫

(e − eN)ξ2dξ. (32)

3 Detonations, deflagrations and hybrids

We can now use the previous fluid equations to describe the different kinds of solutions for
the motion of the plasma disturbed by the moving phase transition wall. In the discussion
below, the sound velocity in the plasma plays a very relevant role. This velocity will in general
depend on ξ and it is convenient to distinguish its asymptotic values in the symmetric and
broken phases. We denote those two velocities by c±s . In many cases, we expect the bag EoS
to hold in the symmetric phase and therefore c+

s = 1/
√

3.
Before embarking in the discussion of the different types of velocity profiles, it proves use-

ful to study first in more detail the profile eq. (27) without worrying about physical boundary
conditions. The different curves in Fig. 2 are obtained by solving for ξ as a function of v
[instead of the more physically meaningful v(ξ), the plasma velocity profile] using arbitrary
boundary conditions and setting cs = 1/

√
3. This procedure has the advantage that ξ(v) is

8
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Figure 10: Contour plots of κ and ξw as functions of η and αN (for a−/a+ = 0.85). The blue lines
mark the transition to regions without solutions. The green lines mark the boundaries between
stationary and runaway solutions. The red lines mark the transition from subsonic to supersonic
deflagrations (hybrids). We superimposed the detonation region in the lower plots as a gray band.

plasma velocity, which in general is a very good approximation. For η̃ fixed, the boundary
conditions (say at z = −∞) for T (z) and v(z) cannot be chosen freely: e.g. if one fixes
T (+∞) = T+ (in general different from TN) only one particular v(+∞) = v+ is selected
and then all profiles φ(z), T (z), v(z) can be determined. Detonation solutions will have
v(+∞) = v+ = ξw > v(−∞) = v− and one should choose T (+∞) = TN . Deflagrations
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Energy budget of the phase transition
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Figure 12: The energy budget for η = 0.2 and η = 1.0. The different contributions (from top
to bottom) are thermal energy, bulk fluid motion and energy in the Higgs field. The last two
components can potentially produce anisotropic stress in the plasma and subsequently gravity
waves.

Hence, in the runaway case, with αN > α∞ the solutions for the fluid motion are identical
to the ones with αN = α∞, according to the distribution functions determined close to the
wall. At the same time the Higgs field cannot be time-independent anymore and energy
momentum conservation implies that the remaining energy is used to accelerate the wall.

We observed in section 4 that, in the limit of large wall velocities, the efficiency factor
does not depend on the wall velocity but is given by (42). This means that, in the runaway
case,

κ∞ !
α∞

0.73 + 0.083
√

α∞ + α∞

(runaway). (94)

In summary, in the runaway regime and for given αN , a portion α∞ of the initial αN produces
bulk motion with efficiency κ∞, as given by eq. (94), while the remaining portion, αN −α∞,
is transformed directly into kinetic/gradient energy of the Higgs field with efficiency κ =
1. These two components can potentially produce anisotropic stress in the plasma and
subsequently gravity waves while the thermal energy in the plasma can not. Figure 12
shows the energy budget of the phase transition for two choices of the friction coefficient η
as a function of αN in different regimes of bubble expansion.

8 Summary

The bubble wall velocity ξw in first-order phase transitions is a key quantity entering the
calculation of the baryon asymmetry in electroweak baryogenesis and its derivation has been
discussed extensively in the literature. However, it has been treated in detail only in specific
models (corresponding to weak first-order phase transitions) and a general account of the
problem was lacking. In this work, we attempted to gather all the important information
in a self-consistent manner and in a model-independent approach. We presented a unified
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Figure 4: Plot of the ratio ξn = 〈φ(Tn)〉/Tn characterizing the strength of the phase transition
using the thermal mass approximation of [2] (left) and the complete one-loop potential
(right). The contours are for ξn = {1, 2, 3, 4} from top to bottom. f is the decay constant
of the strong sector the Higgs emerges from, and mh is the physical Higgs mass.

detailed in this article. We compare these results with the sensitivities of current gravity
wave detectors, and of proposed gravity wave detectors of the future.

3.2.1 Characterizing the spectrum

Previous studies [24, 25, 26] of the gravity wave spectrum culminate in showing that it can
be fully characterized by the knowledge of only two parameters derived ultimately from the
effective potential6. The first one is the rate of time-variation of the nucleation rate, named
β. Its inverse gives the duration of the phase transition, therefore defining the characteristic
frequency of the spectrum. The second important parameter, α, measures the ratio of the
latent heat to the energy density of the dominant kind, which is radiation at the epoch
considered: α ≡ ε/ρrad. They are both numerically computed from the effective action S3/T
at the nucleation temperature as follows. The time-dependence of the rate of nucleation is
mainly concentrated in the effective action and β is defined by β ≡ −dSE/dt

∣∣
tn

. Using the

6This conclusion is valid under the assumption of detonation. However, in practice the bubble expand in
a thermal bath and not in the vacuum and friction effects taking place in the plasma slow down the bubble
velocity. Therefore, it might be important to consider the deflagration regime as in Ref. [27]. When the
phase transition is weakly first order, we obtained under the approximations of [28] a wall velocity lower
than the speed of sound. However, in the interesting region where the phase transition gets stronger, we
approach the detonation regime and the approximations of [28] have to be refined to accurately compute the
wall velocity.
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Figure 5: The panel on the left contains contours of the latent heat α =
{5.10−3, 10−2, 5.10−2, 0.1, 0.5} from top to bottom. The panel on the right draws contours of
the parameter, β/Hn, measuring the duration of the phase transition. From above one has
β/Hn = {105, 104, 103, 200}. f is the decay constant of the strong sector the Higgs emerges
from, and mh is the physical Higgs mass.

adiabaticity of the universe one obtain the following dimensionless parameter:

β

Hn
= Tn

d

dT

(
S3

T

) ∣∣∣
Tn

, (44)

where Hn is the expansion rate when nucleation starts. The latent energy is the sum of the
amount of energy ∆V seperating the metastable vacuum to the stable one and the entropy
variation ∆S between these two phases. Hence one has:

ε = −∆V − T∆S =

[
−∆V + T

∂V

∂T

] ∣∣∣
Tn

. (45)

The left and right panels of Fig. 5 show contours of constant α and β/Hn, respectively, at
the time of nucleation.

3.2.2 Observability at interferometry experiments

Future interferometry experiments could offer us a way to observe the EWPT. A detailed
analysis of the potential to directly see gravitational waves from the first-order phase tran-
sition can be compared with the sensitivity expected from the correlated third generation
LIGO detector on earth and the LISA and BBO detectors in space. A general analysis that
we utilize has been presented in [22], where both bubble collisions and turbulent motions
were considered. Qualitatively, gravity-wave detectors will give us a better chance to observe
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(assuming a LISA-like interferometer is launched one day...)



High only if potential is of the form 

a temperature when

S3/T ≈ log
T 4

H4
≈ 140. (6)

In order to realize several e-folds of inflation, the onset of the phase transition and bubble
nucleation should happen at a temperature that is several orders smaller than the critical
temperature when the symmetric and broken phase are degenerate. Since S3 is of electroweak
scale and well-behaved as a function of T , its derivative ∂T S3/T is likewise of electroweak
scale ρ such that

β/H = T
d

dT

S3

T

∣

∣

∣

∣

Tn

≈
Tn

ρ
, (7)

what is small for Tn " ρ. The parameter β quantifies the inverse duration of the phase
transition and this implies that in average there is at most one bubble nucleated per Hubble
volume and percolation never happens.

In the following we will discuss how the conformal phase transition in a five-dimensional
brane setup can indeed lead to several e-folds of inflation. In the 5D picture the radion is
stabilized by a bulk scalar with a relatively small mass. In the 4D picture this corresponds
to a balance between a marginal and a slightly irrelevant deformation of the gluon sector of
the CFT. The resulting effective potential of the radion is of the form

V (µ) = µ4P ((µ/µ0)
ε). (8)

The field µ is a reparametrization of the brane separation r

µ = l−1e−r/l (9)

with a standard kinetic term and l is related to the 5D curvature and is of Planck scale.
The function P is roughly polynomial and parametrizes the extrema of the potential. The
position of the extrema µ± of V depend on the specific parameters but are given by

µε
+ ! µε

− ! 1. (10)

The smallness of ε (of O(1/10)) is then used to generate the hierarchy between the Planck
and the electroweak scale, µ− " l−1, but also implies µ+ " µ− and the potential is nearly
conformal between those widely spread values.

This construction leads to a tunnel action that is rather well-behaved as a function of µε

and not of µ. This way it is possible to achieve a small nucleation temperature in combination
with percolation and a rather small duration of the phase transition

β/H = T
d

dT

S3

T

∣

∣

∣

∣

Tn

" 1. (11)

An example is given in Fig. 1 where the tunnel action is plotted for a specific Goldberger-
Wise potential (taken from ref. [32]) in comparison with an action as it e.g. occurs in the
electroweak phase transition in supersymmetric extensions of the SM.

Let us be a little bit more quantitative. The tunnel action can be calculated by deter-
mining the bounce solution [43, 44] in the potential (8). An accurate approximation can be

5

while it is easy to have a strong 1st order PT for baryogenesis, it is 
unlikely that any of the standard polynomial potentials lead to an 

observable signal of GW.



Detection of a GW stochastic background peaked in the milliHertz:

 a signature of near conformal dynamics et the TeV scale

(or low scale preheating from hybrid inflation                                 )Garcia-Bellido et al’07
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Goldberger-Wise mechanism

Veff =

∫ z1

z0

dz
√

g[−(∂φ)2 − m2φ2]

Λ5 = −24M
3
k

2L =

∫
dx4dz

√
−g[2M3R− Λ5]Start with the bulk 5d theory

and the orbifold extends from z=z0=L (Planck brane) to z=z1 (TeV brane)

ds2 = (kz)−2(ηµνdxµdxν + dz2)The metric for RS1 is  where                   is the AdS curvaturek = L
−1

z = k
−1

e
ky= e−2kyηµνdxµdxν

+ dy2

Which mechanism naturally selects z1  >> z0 ? simply a bulk scalar field φ can do the job:
∫

d4xdz
(√

g[−(∂φ)2 − m2φ2] + δ(z − z0)
√

g0L0(φ(z)) + δ(z − z1)
√

g1L1(φ(z))
)

φ = Az4+ε
+ Bz−ε

φ has a bulk profile satisfying the 5d Klein-Gordon equation

ε =
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Plug this solution into 
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(
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(
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)

ε
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]

+ O(z4
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z1 ≈ z0

(

v0

v1

)1/ε
~ scale invariant fn modulated by a slow 

evolution through the z-ε term

= z
−4

1
P (z−ε)1

similar to Coleman-Weinberg mechanism



RSI: A calculable model of technicolor 

The hierarchy problem is solved due to the compositeness of the Higgs

     Warped extra dim (RSI)
An almost CFT that very slowly runs 

but suddenly becomes strongly 
interacting at the TeV scale, 

spontaneously breaks the conformal 
invariance and confines, thus 

producing the Higgs

bound state resonances  KK modes localized on TeV brane

A gauge symmetry in the bulk A global symmetry of the CFT
[Agashe, Delgado, May, Sundrum ‘03]

[Csaki, Grojean, Pilo, Terning ‘03]SU(2)R will protect the rho parameter 

UV matter Fundamental particles 
coupled to the CFT

Composite particles 
of the CFT

IR matter

AdS/CFT dictionnary [Maldacena ‘97]
[Arkani-Hamed, Porrati, Randall ‘01]

[Rattazzi, Zaffaroni ‘01]



High-T Phase: AdS-S Black hole Low-T Phase : RS1 geometry

Radion field determines spacing between branes
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(
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π2N2

)1/4
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1µ4 + δT1µ

4 + O(µ8/µ4
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FRS = (4 + 2ε)µ4(v1 − v0(µ/µ0)
ε)2

Vmin ≈ −ε3/2v2
1µ4

TeV

Second brane emerges at T~TeV
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ds2
=
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dx2

i

reduces to pure AdS metric for ρh = 0
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both local minima of free energy

Below       , expect first-order phase transitionTc

From 4D perspective , expect transition through bubble nucleation
From 5D perspective , spherical  brane patches on horizon

(ML)3 = N2/16π2

by holography:



LHC tests

--Search for composite top 
partners if light enough

νν
q̄ ql+ l+ ν l+

B

B̄

t

t̄

W+

W−
W+

W−

l+
qq̄

b

b̄

T5/3

T̄5/3

W+
W+

ν qq̄ q
q̄

t

t̄

b

b̄W−

W−

same-sign dilepton channel powerful to get rid of the  ttbar bgd

[Contino & Servant, ‘08]
promising to search for     WW final states from  pair 

production of heavy b’ or Q=5/3 quarks 

tttt production: similar final state but 2 additional b quarks
-  -

final state: l± l± + n jets + ET,missing

(of which 4 are b-jets)

 t t-

Contino-Servant’08

--Growth with energy of 
longitudinal gauge bosons 

scattering amplitudes 
& double higgs production

Figure 3: The full set of diagrams for qq → WWqq at order g4W . The blob indicates the sum of
all possible WW → WW subdiagrams. It is understood that the bremsstrahlung diagrams (second
and third diagrams) correspond to all possible ways to attach an outgoing W to the quark lines.

−t = O(s). Then, according to the above estimates, in the central region we have

dσLL→LL/dt

dσTT→TT /dt

∣∣∣
t∼−s/2

= Nh
s2

M4
W

, (3.2)

where Nh is a numerical factor expected to be of order 1. On the other hand, f(t/s) has

simple Coulomb poles in the forward region, due to t- and u-channel vector exchange. Then,

after imposing a cut 3 −s + Q2
min < t < −Q2

min, with M2
W # Q2

min # s, the expectation

for the integrated cross sections is

σLL→LL(Qmin)

σTT→TT (Qmin)
= Ns

sQ2
min

M4
W

. (3.3)

Here again Ns is a numerical factor expected to be of order 1. By the above estimates,

we expect the longitudinal cross section, both the hard one and the more inclusive one, to

become larger than the transverse cross section right above the vector boson mass scale.

In reality the situation is more complicated because, since we do not posses on-shell

vector boson beams, the V ’s have first to be radiated from the colliding protons. Then

the physics of vector boson scattering is the more accurately reproduced the closer to

on-shell the internal vector boson lines are, see Fig. 3. This is the limit in which the

process factorizes into the collinear (slow) emission of virtual vector bosons à la Weizsacker–

Williams and their subsequent hard (fast) scattering [13, 14]. As evident from the collision

kinematics, the virtuality of the vector bosons is of the order of the pT of the outgoing

quarks. Thus the interesting limit is the one where the transverse momentum of the two

spectator jets is much smaller than the other relevant scales. In particular when

pTjet # pTW MW # pTW (3.4)

where pTW and pTjet respectively represent the transverse momenta of the outgoing vector

bosons and jets. In this kinematical region, the virtuality of the incoming vector bosons can

be neglected with respect to the virtuality that characterizes the hard scattering subdia-

grams. Then the cross section can be written as a convolution of vector boson distribution

3The offshellness of the W ’s radiated by the quarks in fact provides a natural cut on |t| and |u| of the
order of p4Tjet/s. Nevertheless, the total inclusive cross section is dominated by soft physics and does not

probe the dynamics of EW symmetry breaking.
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Double Higgs production: ‘b’ and ‘d3’ couplings

asymptotic behavior
sensitive to strong interaction

}

threshold effect

‘anomalous coupling’

}

SM: a=b=d3=d4=1

A ∼
(
b− a2

) 4m2
hh

v2 A ∼ cst. + 3ad3
m2

h

v2m2
hh ! m2

W m2
hh ∼ 4m2

h

V (h) =
1

2
m2

hh
2 + d3

1

6

(
3m2

h

v

)
h3 + d4

1

24

(
3m2

h

v2

)
h4 + . . .

LEWSB =
v2

4
Tr

(
DµΣ

†DµΣ
)(

1 + 2a
h

v
+ b

h2

v2

)

23

Contino et al’10

--Modification of Higgs 
production and decay Espinosa et al’10

--Multi Higgs framework ? Gripaios et al’09

--Search for top compositeness 
in 4-top production Pomarol-Serra’08

Gauthier-Servant’ in prep.

t

t

g

g

t

t

X

Low energy effective theory approach

After integrating out heavy resonances, we are 

left with higher dimensional operators such as 

1
Λ2

(tRγµtR)(tRγµtR)

leading to:

 well-motivated class of composite higgs models where new 

heavy resonances have a preference for the top quark

 [Pomarol-Serra,’08]

 [Lillie-Shu-Tait,’08]

Goldberger et al’07 Csaki et al’07

--Search for a light dilaton
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which depending on the size of the coefficient chg can
significantly modify the properties of a light Higgs bo-
son [13].

The dilaton couplings to massless gauge bosons can be
simply obtained by making the replacement

2m2
i

v2
H†H −→

m2
i

f2
χ2,

in Eq. (17). Again, one can split the sum over all colored
particles into sums over light and heavy states, where the
dividing scale is given by the dilaton mass. Note that if
one assumes that QCD is fully embedded in the con-
formal sector, one can make UV insensitive predictions,
since by conformal invariance

∑

light

b0 +
∑

heavy

b0 = 0.

Thus the effective coupling is

Lχgg = −
αs

8π
blight
0

χ̄

f
(Ga

µν)2, (20)

where blight
0 = −11 + 2

3nlight. The number of light
fermions, nlight, is either nlight = 5 if the dilaton is lighter
than the top quark, or nlight = 6 otherwise. Eq. (20) has
a non-perturbative generalization

Lχgg = −
β(g)

2g

χ̄

f
(Ga

µν)2, (21)

where β(g) is the beta function including particles lighter
than the dilaton mass. For collider applications Eq. (20)
is sufficient, however. It indicates about a tenfold in-
crease of the coupling strength compared to that of the
SM Higgs, which could have profound consequences at
the LHC. Unlike the Higgs case, corrections to this re-
sult from higher dimension operators are negligible. For
example, one might consider operators such as

Lχgg ⊃ g2
s

cχg

(4πχ)2
DαGa

µνDαGµνa. (22)

However, such operators are suppressed by powers of
m2/f2 $ 1 relative to the terms coming from the con-
formal anomaly.

II. COLLIDER PHYSICS

The couplings of the dilaton at energies below the scale
4πf are given by

Lχ =
1

2
∂µχ̄∂µχ̄ −

1

2
m2χ̄2 +

λ

3!

m2

f
χ̄3 +

χ̄

f

∑

ψ

mψψ̄ψ

+

(

2χ̄

f
+

χ̄2

f2

) [

m2
W W+

µ W−µ
+

1

2
m2

ZZµZµ

]

+
αEM

8πf
cEM χ̄(Fµν)2 +

αs

8πf
cGχ̄(Ga

µν)2, (23)

where the coefficients cEM , cG were discussed in the pre-
vious section. For example, if electromagnetic and strong
interactions are embedded in the conformal sector at high
scales,

cEM =







−17/9 when mW < m < mt,

−11/3 when m > mt,
(24)

while cG = 11 − 2nlight/3, where nlight is the number of
quarks lighter than the dilaton.

Given the similarity to minimal Higgs physics, it is
possible to use existing studies of Higgs properties at
colliders to understand the physics of a light dilaton as a
function of the model parameters m, f , and the couplings
λ, cEM , cG.

A. LEP bounds

At LEP, the main production channel for dilaton pro-
duction is, as for the Higgs, associated production with
a virtual Z boson, e+e− → HZ∗. The cross section for
dilaton production is suppressed by a factor (v/f)2 rela-
tive to the corresponding Higgs cross section at the same
mass. The LEP collaborations have combined their data
to search for the Higgs, including a search for Higgs par-
ticles with an anomalous (non-SM) HZZ coupling [14].
This result is immediately applicable to the bounds on
the dilaton mass and coupling.

Figure 10 in Ref. [14] summarizes the bound on the
dilaton mass and decay constant, where in our case
ξ2 = (v/f)2. Roughly, the dilaton with mass 90 GeV <
m < 110 GeV is excluded if (v/f)2 > 0.1 and with mass
12 GeV < m < 90 GeV it is excluded for (v/f)2 > 0.01.
These limits predominantly come from the bb̄ decay chan-
nel, which is kinematically suppressed below 12 GeV.
Other available decay channels have been employed for
very light masses [15]. Values m < 12 GeV are excluded
if (v/f)2 > 0.1; see Figure 5 in Ref. [15].

The dilaton decay width into quarks and leptons is also
suppressed by the factor (v/f)2. However, this discrep-
ancy is not relevant for the LEP search as the branching
ratios to fermions remain unchanged. For (v/f)2 < 10−2,
LEP is not able to detect the dilaton irrespective of its
mass, while for (v/f)2 > 10−2 the suppression of the
width is not observable. In this latter case the dilaton
decays very promptly and does not have displaced decay
vertex. Therefore its signatures are identical to Higgs
signatures.

B. LHC

There are four important production channels for the
dilaton at hadron colliders: gluon fusion gg → χ, asso-
ciated production with vector bosons qq̄ → W/Z + χ,
vector boson fusion qq → qq + χ, and associated pro-
duction with the top quark gg, qq̄ → tt̄ + χ. The first
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Summary
It will take some time at the LHC to determine whether  EW symmetry breaking is purely 
SM-like or there are large deviations in the Higgs sector which could have led to a first-
order PT, in particular, whether the origin of the EW scale is due to a new strong sector

We have studied cosmological consequences of this scenario by making the least possible 
reference to explicit models and used holography as a tool.

Nearly conformal dynamics can lead to a significant stage of supercooling (while typically any 
ordinary polynomial potential has to be fine-tuned to lead to several efolds of inflation ended 

by a 1st order PT or the latter never completes, i.e. eternal inflation pb)

Finally, note that while this paper has focused on the TeV scale, the discussion can
be applied to any other scale as the properties of the phase transition do not depend on
the absolute energy scale but only on the amount of supercooling. For instance, nearly
conformal dynamics at an intermediate scale (∼ 107 GeV), would lead to a gravity wave
spectrum peaked in the 10-100 Hz range, and could thus be probed by LIGO [53].

5 Conclusion

The framework in which EW symmetry breaking is triggered by a strongly coupled nearly
conformal sector offers an appealing dynamical solution to the hierarchy problem. It will
take some time at the LHC to determine whether the origin of the EW scale is due to a
new strong sector. Somehow, the cosmological consequences associated with this scenario
have not been much explored. In this paper, we have stressed some peculiar properties of
the phase transition associated with conformal symmetry breaking and provided a study of
possible interesting cosmological features by making the least possible reference to explicit
models.

We have shown how a nearly conformal potential can lead naturally to a significant period
of supercooling. Any ordinary polynomial potential has to be fine-tuned to lead to several
efolds of inflation ended by a first-order phase transition or the latter never completes. With
a potential (1), there is no eternal inflation problem as bubbles can percolate and reheat the
universe. Although the number of efolds is moderate and not sufficient to solve the horizon
problem, there are still important consequences of phenomenological interest. While we have
used the Goldberger-Wise potential for illustration, the qualitative features we have outlined
are general, in particular:

• A strongly first-order phase transition

• Reheating from bubble collisions

• A reheat temperature possibly below the sphaleron freeze-out temperature

• Efficient out-of-equilibrium heavy particle (or classical field configuration) production

• A smoking gun gravity wave stochastic background peaked in the millihertz range

Heavy particle production from bubble collisions was already studied in details in the
nineties. We find it somewhat appealing that the framework we are proposing here makes this
possibility quite natural and motivates alternative cosmological scenarios from the standard
one. We refer the reader to [28] for a more detailed discussion on reheating during bubble
collisions at the TeV scale where in particular we advocate a large production of Higgs
winding configurations and provide a description of the cold baryogenesis mechanism in this
context.
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--> revival of the few (3) papers in the nineties on  heavy 
particle production from bubble collisions 

cosmological features:

--> motivating a new route for cold baryogenesis


