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Abstract

The main goal of this seminar talk is the preparation for the solution of
the Cauchy problem on hyperbolic differntial manifolds. In this first part
on differential equations I will give a short introduction about second order
partial differential equations and motivate the importance of the hyperbolic
type. I will also shortly introduce the main ideas of a solution in the distri-
butional sense of initial and boundary value problems. In the second part,
based on [Fre, §2], we will work through the standard definitions of hyper-
bolic manifolds to understand the foliated structure of a spacetime. Finally,
based on [Tay, §5], I will demonstrate the solution of the wave equation on
(n 4 1)-dimensional Minkowski spacetime, as a preparation for its generaliza-
tion arbitrary globally hyperbolic spacetimes in the next talk.
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1 CLASSIFICATION OF 2"P_.ORDER
PARTIAL DIFFERENTIAL EQUATIONS

1 Classification of 2"-order

Partial Differential Equations

Partial differential equations are known not to be unique for arbitrary boundary and
initial values, therefore we will first declare what we would like our solution to be.

Definition 1.1. An initial and boundary value problem (IBVP) is well posed, if:
e a solution exists
e the solution is unique
e the solution depends continuously on the initial data

In general we have no statement about sufficient conditions for a well posed IBVP.
However, one can propose statements that are well posed for a large class of initial
values. For instance you know the Neumann- and Dirichlet-Problems from electro-
statics. We are basically going to solve the Cauchy Problem for a generalized wave
operator on globally hyperbolic spacetimes.

Definition 1.2. For a differential operator P on a manifold M with a hypersurface
S C M and a normal vector v on it, we call the following a Cauchy Problem:

, forallx e M
, forallz e S
Viu(z) = fi(x) , forallx € S,
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where V¥ is the k™-covariant derivative in direction of v.

This is still not well posed, meaning we cannot take any hypersurface on an arbitrary
manifold. But by demanding (1.1) to be well posed on a spacetime, we will get
certain conditions on S, that need to be analysed. But let us first make some
restrictions on the operator P.

A differential operator P of second order on a manifold M has the local form

n—1 n—1
iy 0 ; 0 ij pi 0
P = g ajaxiamijiE:ObaxiJrc ,a’ b c e €°(M).

1,j=0

Of course, due to Schwartz lemma a” = a’*. To see the properties of this operator
we change the coordinates x — &(z), which yields

n—1 n—1 n—1 n—1
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You can always find suitable coordinates, such that (2) vanishes (compare, for in-
stance, the laplace operator in spherical and cartesian coordinates). So the behavior
of P is governed by its highest order components. Also you see, that a’* = a% %%
in (1) transforms like a tensor and since a” is symmetric, you can always diagonal-
ize. This gives rise to a classification by the (at least) locally coordinate invariant

signs of the eigenvalues of a%.
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Definition 1.3. We call P: N
e elliptic , if all eigenvalues of (a”) have the same sign

e parabolic | if one eigenvalue is zero and the others have the same sign
e hyperbolic , if one eigenvalue has the opposite sign than the rest

You might already suspect a connection between the metric of a manifold and (a).
Thinking of the Klein-Gordon equation (7*9,0, + m*)¢(z) = 0 or Dirac equation
(—iv*0, +m)Y(x) = 0 with {y*,~v"} = 2n*” will give a more general idea of hyper-
bolicity, but that just as a motivational outlook.

Now a quick reminder of distributions on a manifold M. To avoid unnecessary
complications we work on the Schwartz space S(M,K) := {¢ € €>°(M,K)} with
tempered distributions S'(M,K) := {T : S(M,K) — K, linear and continuous},
with K = C,R as usual. Any polynomially bounded function f € €°°(M, K) can
be seen as a tempered distribution, by identifying the map

F:S(M,K) - K
(1.2) o flig = /M f(@)o(z) d

with the function itself. You also find the notation T, as f-generated distribution.
Now let P be a differential operator on a manifold M.

Definition 1.4. A fundamental solution for P at v € M is a distribution F €
S'(M,K), such that PF = 6,.

For an inhomogeneous problem Pu = f, with f € €°(M,K) and u € €*(M, K), we
have a solution v = F * f. So for a ¢ € S(M,K) it is uly] = [, F(z)[¢]f(z)dz.
This solves, in the distributional sense
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Where P* is the formal adjoint of P.
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2 Causal Structure on Lorentzian Manifolds

Now we need to construct the mathematical frame for spacetimes. That is, defining
the most important notions of causality and some implications in the sense of pseudo-
Riemannian manifolds.

Definition 2.1. A Lorentzian manifold (M™, g) of dimension m is a smooth man-
ifold with a Lorentzian metric g = g;;dx’' @ da?, depending smoothly on x € M.

The metric is induced by the Lorentzian scalar product on the tangent space (e;, €;), =:
9(0;,0;) with the identification R™ = T,M. Since we have only a nondegenerate
inner product, which does not induce a real norm, we use a quadratic form for
X € T,M by || X2 := (X, X). I will just write ||-|| instead of ||-||2, because it has a
similar role.

Definition 2.2. Tangent vectors X € T, M are called:
timelike  ,if || X|| >0

lightlike , if || X|| =0 and X #0

spacelike , if || X]|| <0 or X =0

causal L if X is timelike or lightlike

The set of all timelike vectors Z(z) := {X € T,M, timelike} C T,M at a point «
has two connected components, namely the interior of the future or past directed
light cone, as known from special relativity. On a manifold the concept is quite
similar, by choosing one component to be future directed, e.g. saying all X, with
X% > 0. As we will mention later according to theorem 2.1, this is alwas possible!
The past directed component is defined as the non-future directed component.

Definition 2.3. We define the following sets:
o T.(x) :={X e T,M, timelike, future directed}
e (1) =T
o Ci(z) :=0L.(z)
The past directed analoguous sets are defined as T_(x), J-(x) and C_(x)

The concept of timelike curves on flat Minkowski space is very intuitive. It translates
the same way on curved spacetimes.

Definition 2.4. A €'-curve 7 : R — M, is called timelike, lightlike, causal, space-
like, future or past directed, if all its tangent vectors are timelike, lightlike, causal,
spacelike, futur or past directed, respectively. I.e. 7(0) € I, ,_(x), et cetera.

Remember 7(z) € M can be parametrized, such that 7(0) € T,M. With the concepts
in the tangent space, which locally looks like Minkowski space, we define relations
on the manifold itself.

Definition 2.5. For two points x,y € M we define the relations:
o <Ky |, thereis a future-directed timelike curve in M from x to y
o r <y |, thereis a future-directed causal curve in M from x toy
o <y ,x<yorxr=y

The counterpart of the components of the light cone in tangent space is then given
by the following definitions:
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Definition 2.6. For x,y € M and A C M define:

the chronological future of v IY(z) :={y€ Mz <y}
the chronological future of A 4) = U IM(x)

x€A
the causal future of x IMx) ={y € Mz <y}
the causal future of A TMA) = U I¥(z)

x€A

The chronological and causal past are defined analogously.

xq .
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Figure 1: Definitions 2.3 and 2.6 and
their difference in tangent space and
on the manifold. The lower picture
shows the sets of different points in

U(z). Source: [Fre, §2]

Figure 2: Some sets of Defintion 2.6 illus-
trated for e.g. 2-dimensional Minkowski
space. Source: [Fre, §2]

With all this fundamental notions we may now examine the causal structure of
Lorentzian manifolds. We shall shortly recall the notion of an orientation on M,
which is the choice of a sign.

Definition 2.7. A manifold N" is orientable provided there exists a colletion O
of coordinate systems in N which domains cover N and such that for each £&,( € O
the Jacobian determinant function J(&,() = det(9€'/0C?) is positive. O is called an
orientation Atlas for N.

So we are choosing a sign + or — (right or left handed) of T,N = R™ and the change
of coordinates must preserve that sign.

Time orientation follows a similar idea. Except the time orientation depends on
the Lorentzian metric, unlike the orientability of a manifold, which only depends on
the topology. However, we basically time-orient the tangent space by choosing one
connected component of the light cone 4+ or — (future or past directed) and we want
to travel further into the future, once we headed in that direction, and not suddenly
go backwards in time.

Definition 2.8. A Lorentzian manifold (M, g) is time-orientable, if there exists
a continuous timelike vektorfield X € X(M), id est X(x) € I (x) C TpM for all x.
We call a connected, time-oriented Lorentzian manifold spacetime.

We need some more conditions to prevent us from unphysical events. Imagine an
periodic perturbation on a small support in the spacetime. Since the solution of
the wave equation propagates in time, it will spread over the spacetime. If we
had closed causal curves (meaning time travel), the solution could propagate to the
initial spacetime point and disturb its own solution. Then the new and any following
solutions would be equivalent and we loose uniqueness (well posedness).

5
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Definition 2.9. A spacetime satisfies the weak causality condition, if it does
not contain any closed causal curves.

A spacetime satisfies the strong causality condition, if it does not contain any
almost closed causal curves.

Or, for each point x € M and each open neighborhood U(x) C M there exists an open
neighborhood V(x) C U(x), such that each causal curve in M starting and ending in
V' is entirely contained in U.

Consequently the strong causality condition forbids closed causal curves, that have
only one point missing. Figure 3 shows a cylinder of 2-dimensional Minkowski space.
The sets Z (x) cover all of the cylinder for all x, so we can easily draw closed causal
curves. If we cut out two stripes G; and Gy, such that their endpoints can just
be connected by a lightlike curve, it is not possible to have closed causal curves
anymore. But we can get infinitely close to closing the curve, depending on how
narrow we take the turn around the endpoints of G; and Go.

Identify!

( G,
=
7\ "

QN

Figure 3: Sliced Minkowski cylinder with an almost closed causal curve. The lower
part is a zoom of the dotted circle. Source: [Fre, §2]

Definition 2.10. A spacetime (M, g) is called globally hyperbolic, if it satisfies
the strong causality condition and for all z,y € M the set TM(x)NTM(y) is compact.

Note that the second condition implies, that no gravitational singularities without
an event horizon exist (also called naked singularities), which would allow matter to
collapse into a single point.

With this kind of manifold, uniqueness for hyperbolic differential operators will be
provided. Next I will give the notion of a Cauchy hypersurface on globally hyperbolic
manifolds, which happens to be exactly the kind of Cauchy surface we need for well
posedness of the Cauchy problem. There is no easy way to proove this, so you will
have to take the statements for granted.

Definition 2.11. A subset S of a spacetime is called achronal (or acausal), if
and only if each timelike (resp. causal) curve meets S at most once. We call
S a Cauchy hypersurface, if each inextendible timelike curve in M meets S
at exactly one point.
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inextendible
timelike curve

which avoids both
Agand Ay

A,

Figure 4: Achronal hypersurfaces in Minkowski space. A; is the only Cauchy hy-
persurface. Source: [Fre, §2]

To picture this, see Figure 4. The existence of such a surface is strongly connected
with globally hyperbolic spacetimes and even provides a nice picture of them.

Theorem 2.1. For a spacetime (M, g), the following are equivalent:
(1) M is globally hyperbolic
(2) there exists a Cauchy hypersurface S in M
(3) M is isometric to R x S with metric ¢ = —fdt @ dt + gr, where €
¢ (R,R") and gg is a Riemannian metric on S depending smoothly on
t € R and each {t} x S is a smooth spacelike Cauchy hypersurface.

Point (3) of this theorem was just proven in 2003 by Bernal and Sédnchez'. It provides
us with a metric, so we can choose a pure time direction and hence a foliation of
cauchy hypersurfaces (see Figure 5). We summarize the results by

Figure 5: Schematic foliation of a globally hyperbolic spacetime.

1A. N. Bernal, M. Sénchez, ”On Smooth Cauchy Hypersufraces and Geroch’s Splitting Theo-
rem”, Commun. Math. Phys., 243 (2003) 461-470
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Proposition 2.1. Let P be hyperbolic, (M, g) a globally hyperbolic spacetime with
Cauchy surface S, as defined before. Then the Cauchy problem is well defined:

Pu(z) =0 , forallz e M
(2.1) u(x) = fo(z) , forallze S
Veou(x) = fe(z) , forallz € S.

Where V 40 is in time-direction, due to (3) of theorem 2.1.
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3 Wave Equation on Minkowski Space

Now we solve the Cauchy problem for the most simple case of Minkowski spacetime,
which is of course globally hyperbolic with the spacial dimensions as the Cauchy
hypersurfaces and hence M"*! = R x R™. The problem then states

(0F = Ay)u(z) =0
u(0, z) = f(z)
9yu(0, ) = g(x)

We solve it in the distributional sense, so let f,g € S'(R") and we want a solution
u € € (R,S'(R™)).

Performing a Fourier transformation over the spacial part yields an ordinary initial
value problem. Remark, that Fourier transformation is a homeomorphism from
S(R™) to itself and gives an equivalent problem.

@ ~ i) =0
u(0,¢) = f(§)
9:1(0,€) =9(§)
The solution is straight foreward and analogous to the non-distributional case:
L osintg]) s

a(t, &) = g(§)

€ + f(&) cos(t¢]).

The 1/[¢] is artificial, but leaves the solution still well defined and unique (in non-
distributional sense). It is convention and will be handy for finding a closed form
for the solution. We already see that this solution can be turned into a distribution,
by construction given in chapter 1.2, but it is not sure to be unique. We now get
the fundamental solution by setting f = 0 and g = &, giving § = (27)™™2. We call
it Riemann distribution and write it a little differently:

R(t,€) = (2m) (€] sin(¢¢])
= Jm [(2m) "2 |¢| e ]
For the back transformation we use the following statement:

Proposition 3.1. ForT e R, T >0, £ € R", n > 2, it holds:

F(T,€) = (2m)/?|¢| e

1

n—1 _
& F(T,z) = Lf_l) (T2 + \:(:|2)_T
27

You find the proof in [Tay, §5]. Remark that F'is holomorphic in T, so it is legitimate
to choose T' € {z € C|Rez > 0}, we take —T = i(t + ic). Conclude, that

(3:1) Rit,z) = FQEEI) tim 3m [ (o2 = (¢ +i)?) " |
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With the artificial [¢|~! from above, the solution can now, provided that the limit
exists, be stated compactly as

0
u=Rxg+ —Rx
g+ 5B+t

Now let us discuss the qualitative behavior. Only if |z| = ||, we have trouble, since
the limit only exists in distributional sense. Otherwise the limit for functions exists,
which then generates the distribution. Let us start with the easy parts:
=] > [¢]:

—(n—1)
We take the limit and obtain (x/\xP — t2> , which is real for any integer, so
R(t, z) vanishes. This represents the finite propagation speed.
Bk
Take the limit in polar representation

n—1
2

(1o — (¢ +127) 7 = (VBE - Er 2P a2 ) T

where the phase ¢ is:

arctan tLé% +m ,fort <0

Sp:

2et
arctan  p—z— T , for t > 0.

Hence in the Limit we have

LCT) (2 o) am (.

R(t,x) =

where + is for ¢t > 0 and — for ¢ < 0 now.
For odd n the right part (+i)" " becomes real and R(t,z) vanishes. For even n we

have
n—2 F TL_—I _n—-1
(3.2) R(t.) = (1) Fsign () L) (12— o)~
22
x| = [t]:

This case is quite subtle. The limit does not exist for functions, however it does
exist in distributional sense, i.e. R[¢] exists. For even n, the solution as a function
covers this case. Making R a distribution and integrating over £ := (¢, z) € M™*,

Rol= [ s PZ(?H) el o(e) de

T2
suppRCIM"+1
= codE
|| <[]
= / coodg
|z|<[¢]
yields no difference.
For odd n, use Jm(z) = 2(z — z*) and the Plemelj jump relation?, which states

2see also [Tay] or some books on distributions

10
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lim (( +ie) ™ = (x —ie) ™) = 2mi &y, where 8¢~ is the (k — 1)"-derivative in
1 ,

distributional sense, to solve (3.1). This needs to be worked out case by case, but
you will see it once below in the example part.
Put together, we have that

{z e R"||z| = |t|} , for odd n

3.3 suppR(t,z) C
(3:3) ppA(t, 7) {{xERnHﬂé\tl} , for even n

We also get a decomposition R(t,z) = Ry (t,z) + R_(t,z), where Ry is defined on
jianH(O), respectively. These are the retarded R, and the advanced R, Riemann
distribution. In figure 6 the qualitative results are shown.

odd spacial dimensions even spacial dimensions

AY

=

Figure 6: Difference in propagation of the support in odd and even dimensions.

Now let us solve the problem explicitly up to n = 3.
n=1:
This case in not covered, but we can solve it classically. The problem states:

(0F = 07) u(t,z) =0
u(0,z) = f(z)
Oru(0, ) = g(x)

By coordinate change (¢, z) — (x+t,x—t), the problem turns into d,, 0,,u(t, z) = 0.
With u(t, z) = wi(x + t) + we(x — t) and initial conditions

11
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Hence we obtain

T+t
u(t,2) = 5 (Fla+0)+ = 1)+ / o(6) de
1 T+t T+t
& u(t,x):§/ df+28t/f

In terms of distributions, we conclude, that
R(t, ) = sign (1) 5 (0(12] — 1)+ 0((a] +1)).
Where 0 is the Heaviside distributlon. So suppR(t,z) C {z € R||z| = |t|} and
R (t,z) = %6(|:17| —t) yfort >0
R.(t,2) = —%e(m +1) for t <0.

n=2:
We already worked out the closed form for even spacial dimensions, so with n = 2:

1

R(t, z) = sign (1) %T (£~ J2?)

Here suppR(t,x) C {z € R?||z|

/N

It} with

L2 |2 fort>
Ryta)={ =) s fort=0

0 ,fort <0
R_(t,z) 0 , fort >0
_7£E: 1

L |z)7F fort <0

n=3:
We start again from (3.1) and follow the hints.

R(.0) = s [(af = 01297 = (o = ¢ 1697
27112 0 211 [“”"'2 t* 4 = 2ite) " — (|af — "+ % + Qite)*l}
=3 221 (sign (¢) 27i)8(|x|* — %)
= sign (t) eI (8(|z| — 1) + 8(|z| + 1))

= (8(Jal — 1) + 5(Js] +1)

The sign comes in, because —2ite in the second line changes its sign and hence the
Plemelj jump changes its sign, too. We have suppR(¢,z) C {z € R3||z| = |¢|} with

1
R (t,z) = R6(|x| —t),fort >0

R _(t,z) = —08(|z| + 1), for t <O

47t
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