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Abstract

The SHiP experiment is a newly proposed beam dump experiment at CERN, dedicated
to the Search for Hidden Particles beyond the standard model. Additionally, ντ physics
is a major topic of research proposed for SHiP. This includes the first-ever observation
of the ν̄τ , which requires the charge and momentum reconstruction of particles escaping
the neutrino interaction vertex. This is going to be the task of the muon magnetic
spectrometer. Drift tubes from the decommissioned OPERA experiment are an option
for this spectrometer. Due to the high expected event rates, a new drift gas mixture is
needed, as the one used in OPERA had a high maximum drift time of about 1.5µs and a
non-linear rt-relation. This would lead to high occupancy. Motivated by results presented
in [79], drift gas mixtures containing Argon, Carbon dioxide and Nitrogen were studied
regarding their maximum drift time, linearity of the rt-relation, probability of afterpulses
and their detection efficiency at atmospheric pressure. The drift gas mixture Ar:CO2:N2

96:3:1 was found to be the best-suited candidate for future experiments using the drift
tubes of the OPERA experiment. The maximum drift time was reduced to about 635 ns,
which is approximately 40% of that of the reference gas used in OPERA. The linearity
was analyzed with a χ2-test, showing a significantly more linear behavior. The probability
for afterpulses was found to be 0.8%, which is about 3 times higher than at OPERA,
but still the lowest for fast and linear gas mixtures. The detection efficiency of 93% is
comparable to that of the reference gas in the test setup used for this thesis.
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Zusammenfassung

Das SHiP-Experiment ist ein geplantes Experiment am CERN, mit dem Ziel, neue Teil-
chen zu finden, die über das Standardmodell der Teilchenphysik hinaus gehen. Außerdem
ist die Untersuchung von ντ , insbesondere die erstmalige Beobachtung des ν̄τ , ein expe-
rimentelles Ziel. Für letztere Aufgabe ist eine Ladungs- und Impulsrekonstruktion der
geladenen Teilchen, die den Neutrinovertex verlassen, unerlässlich. Diese Aufgabe soll
vom Myon-Magnet-Spektrometer erfüllt werden. Hierfür ist unter anderem die Verwen-
dung von verbesserten Driftröhren aus dem beendeten OPERA-Experiment vorgesehen.
Wegen der hohen Ereignisraten, die bei SHiP erwartet werden, ist die Verwendung ei-
ner neuen Driftgasmischung notwendig, da die bei OPERA verwendete Mischung mit
einer maximalen Driftzeit von etwa 1, 5µs eine hohe Totzeit und eine stark nichtlineare
Driftzeit-Orts-Beziehung aufweist.
Motiviert durch Ergebnisse von [79] wurden verschiedene Driftgasgemische aus Argon,

Kohlenstoffdioxid und Stickstoff bezüglich ihrer maximalen Driftzeit, der Linearität ihrer
Driftzeit-Orts-Beziehung, der Wahrscheinlichkeit für Nachpulse, sowie ihrer Nachweis-
wahrscheinlichkeit untersucht. Die Driftgasmischung Ar:CO2:N2 96:3:1 wurde dabei als
der vielversprechendste Kandidat für zukünftige Experimente mit den Driftröhren von
OPERA identifiziert. Die maximale Driftzeit wurde auf etwa 635 ns und damit auf 40%

des Wertes des Referenzgases gesenkt. Die Linearität wurde mit einem χ2-Test bestimmt
und eine deutliche Zunahme der Linearität gegenüber dem zuvor verwendeten Gas festge-
stellt. Die Wahrscheinlichkeit für Nachpulse liegt bei 0, 8%, was ungefähr drei mal so hoch
ist wie im Vergleich zur alten Gasmischung, jedoch signifikant kleiner als es eine weitere
Reduktion des CO2-Gehalts bewirken würde. Die Nachweiswahrscheinlichkeit ist mit 93%

auf einem ähnlich hohen Niveau, wie sie für die Referenzgasmischung gefunden wurde.
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1 Introduction

In high-energy physics, when large areas or volumina need to be instrumented with de-
tectors for charged particle tracking, drift tube detectors are commonly used as they are
simple, robust and cost-effective. Their performance largely depends on the drift gas mix-
ture they are operated with. The track reconstruction is based on time measurements.
Thus a linear relation between drift time and drift distance (rt-relation) is beneficial, as
it leads to a more homogeneously distributed spatial resolution along the tube’s radius.
Additionally, a high drift velocity reduces the maximum drift time, allowing faster signal
collection and thus reducing the detector’s dead time.
The newly proposed SHiP experiment [30, 11] is dedicated to the Search for Hidden

Particles beyond the standard model of particle physics, as well as detailed studies on
the τ neutrino. For the neutrino identification, a charge measurement and momentum
reconstruction of the tracks emerging from the vertex is crucial. For the spectrometer
performing this task, an improvement of the drift tubes from the decommissioned OPERA
experiment [49, 36] can be used. The drift gas mixture used in OPERA, however, needs
to be replaced by a faster and more linear drift gas mixture, as for the SHiP experiment,
a much higher rate of events is expected.
For this thesis, a test setup with a single drift tube of length L = 30 cm was rigged

up and commissioned. The tube is a shortened tube from the OPERA mass production.
The signal readout is performed by a Flash Analog to Digital Converter (FADC) that
offers the opportunity to perform detailed studies on the drift tube signals. It was first
tested using the drift gas mixture of Ar:CO2 80:20, that is well known from the OPERA
experiment. Additionally, a software for data analysis was developed.
In the tube , several drift gas mixtures of Argon, Carbon dioxide Nitrogen are studied,

as these were found to be fast and linear by [79].
The aim of this work is to find a drift gas mixture that provides a more linear rt-

relation and faster signal development compared to the drift gas mixture used for the
OPERA experiment at amospheric pressure. The results presented in [79] are obtained
at an absolute gas pressure of 3 bar, leaving it unknown if those results apply to lower gas
pressures as well.
The work presented in this thesis is accompanied by additional analyses studying the

ability to operate drift tube detectors with a continous triggerless readout. The results
are presented in [74].
The structure of this thesis is as follows: An introduction to neutrino physics is given
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in chapter 2, including an overview of the current experimental status. As the SHiP
experiment focuses on the search for Heavy Neutral Leptons (HNLs), a theoretical focus
is placed on the derivation of Dirac-Majorana mass terms and the seesaw mechanism.
The working principle of drift tube detectors is presented in chapter 3. There, the

processes of ionization and signal development are explained. Properties of drift gas
mixtures and effects on the detector performance are dealt with.
The SHiP experiment is introduced in chapter 4, where a focus is placed on the pro-

posed, experimental setup and ντ physics, such as the ability to perform the first-ever
direct observation of the ν̄τ .
A description of the experimental setup that was used for all measurements presented in

this thesis is given in chapter 5. For commissioning first measurements with the reference
drift gas mixture, used by the OPERA experiment were performed. Chapter 6 shows the
results of the commissioning and gives an introduction to the analysis methods used for
all subsequently tested drift gas mixtures.
Chapter 7 shows the experimental results of six additional drift gas mixtures. A sum-

mary as well as an outlook can be found in chapter 8.



2 The neutrino

The neutrino, commonly denoted by the greek letter ν, has been an extraordinary particle
ever since its proposal in the year 1930. This chapter will provide a brief overview of the
scientific journey to reveal the neutrino’s mysteries.

2.1 Historical background

When J.J. Thomson discovered the electron by studying cathode rays in 1897 [78], he
opened a new field of research, known today as elementary particle physics. Thomson
estimated the range that a cathode ray could travel through air until it lost its energy
through ionization. He discovered that a cathode ray ranges significantly further than
it should, assuming it consisted of atom-sized components. So Thomson reasoned that
the cathode rays’ fundamental component must have been at least 1000 times smaller
than an atom. He also measured the spatial deviation of a cathode ray traveling through
a magnetic field. Combined with an estimation of the mass by exploring the heat pro-
duced when stopping a cathode ray, Thomson was able to conclude that the cathode rays
consisted of particles at least 1000 times lighter than the hydrogen atom. Additionally,
the mass of the cathode rays’ components remains the same, no matter what type of
atom the cathode ray was extracted from. The atom could no longer be considered the
smallest building block of matter. By about the same time, in 1896, Henri Becquerel
discovered radioactivity in Uranium. Radioactivity itself was found to be seperatable into
two kinds, known as α- and β-radiation, by Ernest Rutherford in 1899.1 Using J.J. Thom-
son’s method to measure the charge-to-mass-ratio e/m of electrons, Becquerel measured
e/m for β-radiation, discovering that the ratio was the same as for electrons, therefore
concluding that β-radiation consisted of electrons.

2.1.1 The β-decay problem

The β-decay, however, yielded a major problem by the time of its discovery. One was able
to detect the remaining nucleus and the emitted electron, so one observed a two-body decay.
The electron’s energy spectrum, however, happens to be a continuous one. According to
well known mechanics, a two-body decay is expected to result in the same electron energy
for every decay of one decaying atom type, due to the high nucleus mass compared to

1The γ-radiation was discovered one year later in 1900.
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the electron’s mass. So for a continuous spectrum, the law of energy conservation seemed
violated.

2.1.2 The neutrino proposal

Ideas arose that in the case of nuclear decays energy might not always be conserved. The
Austrian PhysicistWolfgang Pauli found a way to explain the continuous energy spectrum
of the β-decay as well as a problem with the conservation of angular momentum during
β-decays without the need for breaking the conservation laws. He was able to solve the
puzzle by introducing a new, yet unobserved particle that is emitted together with the
electron during β-decays.

According to Pauli, the newly proposed particle, which he called neutron, does not
have any electric charge, carries a spin of 1/2 and should have a mass at the same order
of magnitude as the electron. He deduced its mass could not exceed one percent of the
proton’s mass. Today, the neutron proposed by Pauli is known as neutrino2, which it
was called by Enrico Fermi, who published a theoretical description of the β-decay in
1934 [43]. The nowadays known neutron was discovered in 1932 by James Chadwick [27].
Pauli proposed the neutrino must be emitted along the electron in a β-decay, such that
the sum of the electron’s and the neutrino’s energy happen to be constant, thus conserving
energy. Because the electron carries a spin 1/2, the alongside emitted neutrino with spin
1/2 conserves the angular momentum as well, since the remaining nucleus carries integral
spin values.

Pauli, however, knew about the problems arising with his proposal. As the neutrino
had not yet been observed, it became evident that it must be weakly interacting and hard
to detect. Not daring to publish his proposal, he first wrote the proposal in an open letter
to Gauvereins-Tagung zu Tübingen, today commonly known as Dear radioactive Ladies
and Gentlemen3 [66]. That proposal led to an understanding of the β-decay. In this
process a neutron in the nucleus of a decaying atom transforms into a proton by emitting
an electron and a neutrino, specifically an anti-electron-neutrino4. This process is written
as shown in equation (2.1).

A
ZX →A

Z+1 Y + e− + ν̄e (2.1)

Here, A is the atom’s mass number, N its number of nucleons and Z is its number of
protons.

2-ino: italian - small
3from German original:Liebe Radioaktive Damen und Herren
4more in chapter 2.3
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2.2 Experimental discovery of the neutrino

A detailed description of the experiments, with which the neutrino was discovered, as well
as their historical context can be found in [86, 48, 75].
Following Pauli’s proposal of the neutrino, the theory of neutrinos and the weak inter-

action developed, strongly influenced by Enrico Fermi in the following years. Experiments
were designed to observe reactions of the neutrino. As Enrico Fermi’s theory of neutrinos
states, they only interact via the weak interaction. Thus, they have a small interaction
crosssection passing through matter. In order to detect the neutrino in an experiment, a
strong, high flux neutrino source is crucial. According to the theory, the strongest sources
of neutrinos are nuclear reactors, increasingly being built in the early 1950s. During the
fission of 235U, 238U, 239Pu and 241Pu, nuclei with a high neutron count are likely to decay
via β−-decay, emitting anti neutrinos ν̄e alongside the emitted electron. In 1953, Clyde
L. Cowan and Frederick Reines set up an experiment to discover the anti neutrino at the
Hanford reactor in the USA, using about 300 liters of liquid scintillator looking for the
reaction as shown in (2.2).

ν̄e + p→ e+ + n (2.2)

Even though the experiment lacked proper background shielding and had a small vol-
ume of liquid scintillator detector, a vague signal could be observed. Hence, a follow-up
experiment was set up, today known as the Cowan-Reines-experiment. The follow-up ex-
periment was improved by using a total of 4000 liters of liquid scintillator and providing
the detector with stronger background shielding [32]. The experimental discovery of the
neutrino could be performed in this Poltergeist experiment, thus during Pauli’s lifetime.
Reines was awarded the Nobel prize for physics 1995 for the discovery of the neutrino.
The muon neutrino was discovered in 1963 by Lederman, Schwartz and Steinberger [33].
They showed that a second kind of neutrino existed, which was associated with muons
instead of electrons, by observing that interacting muon neutrinos produce muons instead
of electrons, thus must be different from electron neutrinos. They were rewarded the 1988
Nobel prize for physics.
The τ neutrino ντ was discovered at Fermilab by the DONuT experiment [52]. As they

could not distinguish between neutrino and antineutrino, the ν̄τ yet remains undiscovered.
The SHiP experiment5, however, has the first ever ability to discover that last neutrino.

2.3 The neutrino within the standard model of

particle physics

Within the standard model of particle physics (SM), neutrinos are among the fermions,
more specifically the leptons. Each charged lepton has an associated neutrino. Neutrinos

5see chapter 4
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Figure 2.1: Schematic view of the particles within the Standard Model of particle physics.
Note, that each fermion has an antimatter partner which is not shown here
[80].

carry a lepton number of L = +1, antineutrinos L = −1 accordingly. The flavor lepton
number for a flavor α ∈ {e, µ, τ}, is consequently given as Lα(να) = +1 and Lα(ν̄α) = −1.
They do not carry electric or color charge, thus do only interact via the weak interaction.
Following the SM, they all have a zero-mass6, which, as an experimental fact, is not true.
This shows, theories beyond the standard model must arise, details are shown in the
following text. Figure 2.1 shows the three neutrino flavors among the other particles of
the SM. Throughout the following text, so called natural units will be used, especially

~ = c = 1.

All derivations will closely follow [86].

2.3.1 Chirality and helicity

Since neutrinos are fermions, they are described by the Dirac equation which represents
their relativistic wave-equation, as shown in (2.3) [86].(

iγµ
∂

∂xµ
−m

)
ψ = 0 (2.3)

62.3.2
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Here, Einstein’s summing conventions were used. ψ is the four-component spinor and the
γ matrices are given as:

γ0 =

[
1 0

0 −1

]
, γi =

[
0 σi

−σi 0

]
(2.4)

In (2.4) 1 denotes the 2× 2 identity matrix and σi the 2× 2 Pauli matrices. Note, γµ are
4× 4 matrices [86]. Furthermore, we can introduce a matrix γ5 defined as:

γ5 = iγ0γ1γ2γ3 =

[
0 1

1 0

]
(2.5)

Using these matrices, the chiral projection operators PL and PR can be introduced as:

PL =
1

2
(1− γ5) (2.6)

PR =
1

2
(1 + γ5) (2.7)

The projection operators follow the relations [86]:

PLPR = 0

PL + PR = 1

P 2
L = PL

P 2
R = PR

(2.8)

Applying the projection operators to any spinor ψ that is a solution to the Dirac equation,
the chiral projections ψL,R of ψ can be defined [86] as:

ψL = PLψ ψR = PRψ (2.9)

The chiral projection spinor ψL is called left-handed, ψR right-handed. Due to their defini-
tions, the chiral projection spinors are eigenfunctions to γ5 and follow the eigenequation
shown in (2.10).

γ5ψL,R = ∓ψL,R (2.10)

The eigenvalues of (2.10) are called chirality [86]. Because of (2.9) and (2.8), the spinor ψ
can be written as the sum of its chiral projections.

From the Dirac equation (2.3), a system two coupled differential equations can be
obtained by several operations including chiral projections, described in [86]. They are
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given in (2.11) and (2.12) [86].(
i
∂

∂x0
− iσi

∂

∂xi

)
ψR = mγ0ψL (2.11)(

i
∂

∂x0
+ iσi

∂

∂xi

)
ψL = mγ0ψR (2.12)

This system of differential equations decouples for m = 0, resulting in the Schrödinger
equation. Therefore, the chiral projection spinors are eigenfunctions to the Helicity oper-
ator, as given in (2.13), as well.

H =
σ · p
|p|

(2.13)

The Helicity operator describes a projection of a particle’s spin on its momentum. In
case of massless particles, the spinor ψL is the eigenfunction of H with eigenvalue +1 for
particles and −1 for antiparticles and ψR vice-versa. For a vanishing mass, helicity and
chirality are identical, which is not true for masses different from zero, where (2.11) and
(2.12) can not be decoupled [86].

2.3.2 Dirac and Majorana mass terms

In the following text, ψc denotes the charge conjugation of ψ, thus the spinor for the
anti-particle of ψ.

The wave equation for relativistic fermions, the Dirac equation, can be deduced with
the Euler-Lagrange equation from a Lagrangian, which is shown in equation (2.14).

L = ψ̄

(
iγµ

∂

∂xµ
−mD

)
ψ (2.14)

The first term of the Lagrangian describes the kinetic energy of the fermion, the second
term is called the mass term. Thus, the Dirac mass term is:

L = mDψψ̄ (2.15)

When requiring the Lagrangian L to be Hermitian, the Hermitian adjoint Lagrangian L†,
defined by

〈ψ|L|φ〉 =
(
〈φ|L†|ψ〉

)∗
must be equal to the Lagrangian, therefore

L = L†.

The above mentioned requirement to the Lagrangian implies the Dirac mass mD from
equation (2.15) needs to be real. Using the chiral components, for any two spinors,
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equation (2.16) is valid.

ψ̄φ = (ψ̄L + ψ̄R)(φL + φR) = ψ̄LφR + ψ̄RφL (2.16)

Using (2.16), the Dirac mass term can be written as Weyl spinors as shown in (2.17).

L = mD

(
ψ̄LψR + ψ̄RψL

)
(2.17)

where
ψ̄RψL =

(
ψ̄LψR

)†
.

When (2.17) is applied to neutrinos, both chiralities of neutrinos must have a dirac mass
term as shown above. The standard model, however, only allows left-handed neutrinos,
thus they have no Dirac mass.

By introducing the Majorana mass mM , which is in general complex, another hermi-
tian mass term, the so called Majorana mass term as shown in equation (2.18) can be
introduced.

L =
1

2
(mM ψ̄ψ

c +m∗M ψ̄
cψ) (2.18)

Utilizing the chiral projection operators on the Majorana mass term, two new hermitian
mass terms can be written as shown in (2.19) and (2.20).

LL =
1

2
mL(ψ̄Lψ

c
R + ψ̄cRψL) (2.19)

LR =
1

2
mR(ψ̄cLψR + ψ̄Rψ

c
L) (2.20)

Here, mL and mR are real majorana masses since the mass term is required to be hermi-
tian.

The most general mass term that can be written now, is the Dirac-Majorana mass term,
which is the combination of the Dirac- and the Majorana mass term. The Dirac-Majorana
mass term is show in equation (2.21).

2L = Ψ̄LMΨc
R + Ψ̄c

RMΨL (2.21)

In equation (2.21), M denotes the matrix:

M =

[
mL mD

mD mR

]
(2.22)
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and the fields ΨL,R are:

ΨL =

(
ψL

ψcL

)
=

(
ψL

(ψR)c

)

(ΨL)c =

(
(ψL)c

ψR

)
=

(
ψcR
ψR

)
= Ψc

R

If CP conservation is required, all elements ofM must be real. It comes as an experimental
fact, that for interactions of real neutrinos, only the fields ψL and ψcR are in effect. Those
are often referred to as active neutrinos. The fields ψR and ψcL do not interact and are
called sterile neutrinos. In the following text, the active neutrinos will be denoted by the
letter ν, the sterile neutrinos with an N . Following this, we get:

ψL = νL

ψcL = NL

ψR = NR

ψcR = νR

With these notations, equation (2.21)can be written as

2L = mD(ν̄LNR + N̄ c
Lν

c
R) +mLν̄Lν

c
R +mRN̄

c
LNR + h.c, (2.23)

where h.c denotes the Hermitian conjugate. The mass eigenstates happen to be:

ψ1L = cos θψL − sin θψcL ψc1R = cos θψcR − sin θψR (2.24)

ψ2L = sin θψL + cos θψcL ψc2R = sin θψcR + cos θψR (2.25)

The mixing angle θ is given by:

tan(2θ) =
2mD

mR −mL

(2.26)

The mass eigenvalues are

m1,2 =
1

2

(
(mL +mR)±

√
(mL −mR)2 + 4m2

D

)
. (2.27)

A special case of the mass eigenvalues follows from the assumptionmR � mD andmL = 0

as the left handed, sterile neutrino shall not participate in the weak interaction. This
corresponds to θ � 1, the mass eigenstates can now be written as [86]:

mν ≡ m1 =
m2
D

mR

, mN ≡ m2 = mR

(
1 +

m2
D

m2
R

)
≈ mR (2.28)
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Here, the subscript ν denotes the mass eigenstate of an active neutrino, N of a sterile
neutrino.
This is a possibility to explain the huge mass difference between active neutrinos and

all the other fermions. It states that neutrinomasses might be a mixed state of heavy
(but non interacting) sterile neutrino states and very light active neutrino states. The
mechanism of mass mixing small Dirac masses with much larger Majorana masses is called
the seesaw mechanism [60, 61, 69, 65, 11].
The before-mentioned remarks deal with only one neutrino flavor, this can be general-

ized to n flavors, which is not shown in detail here. By writing the Weyl spinors νL and
NR as n-dimensional vectors in flavor-space, the elements of the mass matrix M , given
in equation (2.22), each become matrices of size n × n, thus M has dimension 2n × 2n.
Again, the Dirac-Majorana mass term can be achieved by multiplying (2.21) with the new
mass matrix M and the n-dimensional vectors νL and NR. For more information see [86]
and the references given there.

2.4 Modern neutrino physics

Since its very beginning, the exploration of the neutrinos’ properties has evolved to a
major topic of physical research, nowadays known as neutrino physics. A number of
problems concerning neutrinos evolved, which are not yet completely understood by the
time of writing this thesis. The following section gives an introduction of today’s problems
in neutrino physics.

2.4.1 Neutrino oscillations

A detailed description of neutrino oscillations and experiments that lead to their examina-
tion is given in [86], this text will be closely followed. This section briefly summarizes the
mathematical description of neutrino oscillations and their detection in the Homestake
and Kamiokande experiments. When Raymond Davis began running an experiment to
measure solar neutrinos in 1968 [35, 34, 29], he found that an amount of neutrinos was
measured that was significantly lower than what was expected following the standard solar
model [76]. The deficit of detected neutrinos is known today as the solar neutrino problem.
The detection of the neutrinos emerging the sun was performed using the radiochemical
reaction shown in (2.29), which has an energy threshold of 814 keV. The threshold, how-
ever, does not allow for the measurement of neutrinos from primary proton-proton fusion
in the sun, known as pp-neutrinos7.

37Cl + νe →37 Ar + e− (2.29)

7for details on the standard solar model see [76]
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The Argon atoms decay via β decay back to chlorine with a half-life of 35 days as shown
in (2.30).

37Ar→37 Cl + e− + ν̄e (2.30)

The flux of solar neutrinos measured by the Homestake experiment was significantly
lower than what was expected, following the standard solar model. The method used for
measuring the solar neutrino flux, however, is only sensitive to electron neutrinos, as it
uses a charged current (CC) reaction, that is mediated by W± bosons.

The problem with the too low solar neutrino flux could be solved with the Sudbury
Neutrino Observatory (SNO) [57] and (Super-)Kamiokande [44] experiments. Both of
them were sensitive to all neutrino flavors by using the neutral current (NC) and electron
scattering (ES) channels as well. They are both mediated by neutral Z0 bosons. In the
SNO experiment, for the first time a flux of muon and tau neutrinos from the sun could
be measured, leading to the idea of neutrino oscillations, because, following the standard
solar model, only electron antineutrinos should be emitted by the thermonuclear reactions
powering the sun. With the SNO experiment, evidence for the disappearance of electron
type neutrinos was found [7].

The detection channels for the SNO experiment, using heavy water as detection medium
are shown below:

νe + 2H→ e− + p+ p (CC)

νx + 2H→ νx + p+ n (NC)

νx + e− → νx + e− (ES)

With the Super-Kamiokande experiment [63, 44], a flux of muon neutrinos from the
atmosphere as a function of the zenith angle was measured, complementing the results
from SNO [11]. Atmospheric muon neutrinos originate from cosmic particles, mainly
protons, interacting on molecules in the Earth’s atmosphere, producing pions. These
pions decay, mainly via π± → µ± + ν

(c)
µ , followed by the decay of the muon via µ± →

e±+ν
(c)
µ +ν

(c)
e . Thus, a rate of muon type neutrinos over electron type neutrinos is assumed

to be around 2. Here, a disappearance of muon type neutrinos was found, hinting at all
active neutrino flavors participating in neutrino oscillations [45].

For the discovery of neutrino oscillations, Arthur B. McDonald, for his work on the
SNO experiment and Takaaki Kajita, for his work on the Super-Kamiokande experiment,
were awarded the Nobel Prize for physics 2015.

In order to enable a neutrino of flavor α ∈ {e, µ, τ} to oscillate into another flavor,
neutrinos flavor states must be a linear superposition of mass eigenstates with masses
different from zero. The mass eigenstates |νi〉 mix to flavor states |να〉 via the matrix
element Uαi of a unitary matrix U as shown in equation (2.31). The following text deals
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with neutrino states, each deliberation is valid for anti-neutrinos by substituting Uαi by
its complex conjugate U∗αi.

|να〉 =
∑
i

Uαi|νi〉 (2.31)

The mass eigenstates, on the other hand, can be deduced using (2.32).

|νi〉 =
∑
α

U †iα|να〉 (2.32)

Assuming a finite number of n flavor eigenstates, they follow

〈να|νβ〉 = δαβ;

the n mass eigenstates accordingly

〈νi|νj〉 = δij.

For n eigenstates in flavor and mass, the unitary matrix of size n × n has a number of
n2 parameters. Thus, 2n neutrino states with 2n− 1 relative phases exist and the set of
parameters of the matrix U can be reduced to (n − 1)2 independent parameters. Those
parameters are commonly chosen to be 1

2
n(n − 1) mixing angles of a rotational matrix

and 1
2
(n− 1)(n− 2) CP violating phases.

The time-evolution of a mass eigenstate |νi〉 is achieved by multiplying the time-
evolution operator Ut = e−iEit to the mass eigenstate at time t = 0 as shown in equation
(2.33).

|νi(x, t)〉 = e−iEit|νi(x, 0)〉 (2.33)

Ei =
√
m2
i + p2

i ≈ pi +
m2
i

2pi
≈ Ei +

m2
i

2Ei
(2.34)

In equation (2.34), the assumptions of pi � mi in the first approximation and accordingly
E ≈ p in the second approximation were made.

The time evolution of a neutrino state emitted as |να〉 at time t = 0 is given by equation
(2.35).

|ν(x, t)〉 =
∑
i

Uαie
−iEit|νi〉 =

∑
i,β

UαiU
∗
βie

ipxe−iEit|νβ〉 (2.35)

The transition amplitude to the flavor eigenstate |νβ〉 in this state |ν(x, t)〉 is given by

Aα→β(t) = 〈νβ|ν(x, t)〉.
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Hence, the probability of measuring an eigenstate |νβ〉 in an emitted |ν(x, t)〉 is

Pα→β = |〈νβ|ν(x, t)〉|2 =
∑
i

∑
j

UαiU
∗
αjU

∗
βiUβje

−i(Ei−Ej)t. (2.36)

The term given in (2.36) can be summarized to:

Pα→β =
∑
i

|UαiU∗βi|2 + 2 Re
∑
j>i

UαiU
∗
αjU

∗
βiUβj exp

(
−i

∆m2
ij

2

L

E

)
(2.37)

In (2.37), we used
∆m2

ij = m2
i −m2

j

and
L = ct.

As equation (2.37) states, the measurement of neutrino oscillations can not reveal absolute
neutrino masses, as they are only sensitive to ∆m2. If CP invariance is required, equation
(2.37) can be further simplified to:

Pα→β = δαβ − 4
∑
j>i

UαiUαjUβiUβj sin2

(
∆m2

ij

4

L

E

)
(2.38)

The matrix U , often denoted as UPMNS after Pontecorvo, Maki, Nakagawa and Sakata
[67, 56], is unitary. Note the analogy to the CKM mixing matrix in the quark sector
[25, 51]. One possible factorization of the matrix UPMNS is:

UPMNS = U12 × U23 × U13,

U12 =

 c12 s12 0

−s12 c12 0

0 0 1

 ,

U23 =

1 0 0

0 c23 s23

0 −s23 c23

 ,

U13 =

 c13 0 s13e
iδ

0 1 0

−s13e
iδ 0 c13

 .
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with:

cij = cos(θij),

sij = sin(θij),

δ=̂ CP violating phase.

In the case of the existence of sterile neutrinos, the oscillation matrix needs to be extended,
which will not be described here.

Two flavor oscillation A common approximation is the reduction to an oscillation of
two neutrino flavors. This approximation can be made since the mass squared mass
differences ∆m2

12 and ∆m2
23 ≈ ∆m2

13 show a large difference and the length scales of
the oscillation are not comparable. Thus, a decoupling of the three neutrino mixing is
possible. The mixing matrix U can then be written as a rotational matrix, that mixes
the mass eigenstates ν1,2 to flavor eigenstates νe,µ as shown in equation (2.39).(

νe

νµ

)
=

[
cos(θ) sin(θ)

− sin(θ) cos(θ)

](
ν1

ν2

)
(2.39)

The probability to measure a muon neutrino, that was emitted as electron neutrino (or
vice-versa) is given by equation (2.40).

Pνe→νµ = Pνµ→νe = Pν̄e→ν̄µ = Pν̄µ→ν̄e = sin2 (2θ) sin2

(
∆m2

4

L

E

)
(2.40)

In this notation, the mixing angle theta denotes θ12, L is the distance between the
neutrino emitter and the location where it is measured with energy E.

2.4.2 Experimental status on neutrino physics

Mixing angles and mass differences As described above, the mixing angles as well
as the mass differences can be measured with neutrino oscillation experiments. The
observation of solar neutrino oscillations with SNO was confirmed by the KamLAND
experiment [41], which measured the disappearance of reactor neutrinos. The atmospheric
oscillation, first observed with Super-Kamiokande was confirmed by the MINOS [59] and
K2K [12] experiments both observing the disappearance of muon neutrinos in a muon
neutrino beam from accelerators. The oscillation of electron neutrinos to tau neutrinos
was found with the reactor neutrino experiments Daya Bay [13, 14], RENO [8] and Double
Chooz [4] as well as the neutrino beam experiment T2K [3], which operated at a very
different energy scale. A global fit to the oscillation parameters using the above mentioned
experiments is presented in [47], a summary of the global fit results from [11] is shown in
table 2.1.
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Table 2.1: Mass differences and neutrino mixing angles as a result from a recent, global
fit performed in [47] and summarized by [11]. The term idem states that this
quantity could not have been determined yet.

∆m2
sol (eV2) ∆m2

atm (eV2) θ12(◦) θ23(◦) θ13(◦) δ(◦)

NH 7.5(2) · 10−5 2.46(5) · 10−3 33.5(8) 42.3+3
−1.6 8.5(2) 306+39

−70

IH idem −2.45(5) · 10−3 idem 49.5+1.5
−2.2 idem 254+63

−62

Mass hierarchy and mass scale As shown in chapter 2.4.1, measurements of neutrino
oscillations do not allow the direct measurement of neutrino masses but are only sensitive
to the mass differences ∆m2

ij of the states i and j. Upper boundaries on neutrino masses,
however, can be determined for example by studying the high-energy cutoff in the β
spectrum of tritium. Another important upper boundary of neutrino masses could be set
with the observation of neutrinos from the supernova SN1987A. From that supernova, 19
neutrinos were observed that arrived within a timeframe of ten seconds with a certain
range of energies. As massive particles, their velocity depends on their energy and from
the fact that the time interval of their arrival is rather small, an upper limit on neutrino
masses of

mν < 20
eV
c2

could be established [48].
As the mass differences ∆m2

12 and ∆m2
23 are known from experiments, it is not yet

known, if the masses are ordered in the so-called normal hierarchy, or the inverted hier-
archy. While in the first case, the masses would be ordered as m1 < m2 < m3, the latter
case would imply m3 < m1 < m2. The two hierarchies, however, would result in a slight
difference in the probability of a specific flavor state in neutrino oscillations. The mass
hierarchies are illustrated in figure 2.2. For a recent review, see [68, 46].
Due to the relatively large mixing angle θ13 ≈ 8.4◦, the mass hierarchy can be deter-

mined by oscillation experiments in the near future. One experiment being built by the
time of writing of this thesis is the Jiangmen Underground Neutrino Observatory (JUNO)
experiment [38], which is aimed at finding the mass hierarchy that is realized in nature.
Figure 2.3 shows the expected spectra of anti neutrinos from nuclear reactors with nor-
mal and inverted mass hierarchy. Being able to distinguish between the differences in the
spectra between the two hierarchies is an ambitious project, that requires an exceptionally
high energy resolution for large scale detectors.
The absolute mass of neutrinos, however, remains yet unknown.

2.4.3 Sterile neutrinos

There is an extension of the SM, by adding sterile neutrinos as right-chiral counterparts
of the neutrinos, that is referred to as the νMSM (neutrino Minimal Standard Model)
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Figure 2.2: Normal and inverted mass hierarchies illustrated. The mixing of flavor and
mass eigenstates, based on current measurements of the mixing angles, is
indicated by coloring of the states. The flavor mixing, however, remains a
function of the yet unknown CP-phase δCP. The mass differences ∆m2

atm ≈
∆m2

31 ≈ ∆m2
32 and ∆m2

sol ≈ ∆m2
21 denote the atmospheric and solar mass

differences [68]

Figure 2.3: Plot of the reactor anti-neutrino spectra with normal and inverted mass hier-
archy. A perfect energy resolution is assumed. Note that in order to be able to
distinguish between the red and the blue spectrum, a high energy resolution
is crucial [68].

[15, 16]. The numberN of introduced sterile neutrinos can be chosen. From measurements
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of neutrino oscillations, however, it is a known fact, that due to the two mass differences
∆m2

atm and ∆m2
sol, at least two of the three active neutrino dirac masses must be different

from zero [11]. As a consequence, the number of sterile neutrinos must be at least two,
N ≥ 2, where for a minimal choice of two sterile neutrino states, the lightest active
neutrino mass becomes equal to zero [11]. The minimal number of right-chiral, sterile
neutrinos to explain the baryon asymmetry of the universe, the smallness of neutrino
masses and dark matter at the same time, however, is N = 3 [11]. As this number could
be higher, three seems a reasonable choice, as it remains within the three-type-ness of the
standard model fermions.

Figure 2.4: The fermions with the sterile neutrions. This shows a model containing three
sterile neutrinos N1, N2 and N3 which are theoretically introduced as right-
chiral counterparts for the normal neutrinos νe, νµ and ντ , which happen to
be always left-chiral[11].

2.4.4 Reactor Antineutrino Anomaly

By observing the flux of antineutrinos from nuclear reactors, especially from the fission
of the Uranium and Plutonium isotopes 235U, 238U, 239Pu and 241Pu, a flux deficit with
respect to expectations is measured. In [58], a ratio of observed anti-neutrinos over the
number of expected antineutrinos from fissions of 0.943±0.023 was observed. This shows
a deviation from the expectations, including neutrino oscillation, at a confidence level of
98.6%. This takes a higher thermal power of nuclear reactors into account than what it was
thought to be for earlier reactor anti-neutrino flux expectations. While this experimental
hint is controversial, theories have been put forward that this could be explained with
light sterile neutrinos taking part in the oscillation of the active neutrino flavors [54].
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Drift tube detectors are simple, yet efficient and affordable gaseous detectors for ionizing
particles. The following sections give a brief introduction of drift detectors, their working
principle and potential for future development.

3.1 Working principle

A drift tube consists of a conductive tube, filled with a drift gas mixture1, in whose center
a conducting wire is clamped. Between tube and wire, a high voltage is applied such that
the tube’s wall acts as a cathode, the wire as an anode. This results in the development
of an electric field, radially symmetric and rising to high field strengths near the anode
wire2.
For charged particle detection with drift tube detectors, the energy loss via Coulomb

ionization3 of charged particles passing through matter, is used. A particle traversing the
drift tube interacts with the electrons of the drift gas’ atoms and molecules along its path,
resulting in the ionization of these atoms and molecules (primary ionization). Since the
process of ionization is a statistical process, a spatial distribution of ionization clusters
along the particle track is observed. Depending on the transferred energy in the process
of one ionization, the number of free electrons and ions in a cluster may vary. Electrons
and ions begin to drift along the electric field lines, electrons towards the anode wire, ions
towards the tube’s wall. The electrons are much more mobile than the ions and on their
way to the anode wire they pass a high electric field accelerating the electrons and enabling
them to further ionize atoms and molecules along their path (secondary ionization). As
the secondary electrons are accelerated in the high electric field as well, they themselves
gain the ability to further ionize gas molecules, leading to a fast multiplication of charge
carriers. The ions from secondary ionizations traverse a high potential difference and are
the major contributors to the electric signal4.
If the time of the charged particle traversing the tube is known by an external trigger,

the time difference between trigger signal and the first electrons reaching the anode wire
can be measured. The first electrons reaching the anode wire are those that drift the

1for gas properties required for use in drift tube detectors, see section 3.3.2
2see section 3.3.1 for details on the electric field
3see section 3.2
4for more information on the signal development see section 3.3.4
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shortest distance, the drift radius. The time needed for the shortest drift is called the
drift time. The particle track is a tangent to the drift circle, within the uncertainty of the
statistical distribution of ionization clusters along the particle track. Consequently, for
a particle track to be spatially reconstructed, drift time measurements of multiple drift
tubes are needed. Then, a particle track can be fitted to the drift circles of all the drift
tubes.

Figure 3.1 shows a schematic of ionization clusters along the track of a charged particle
passing through a drift tube.

Figure 3.1: Schematic picture of a drift tube. The atoms and molecules of the drift gas
mixture are ionized in a statistical process along the particle track (primary
ionization). The electrons and ions now begin to drift along the radially
symmetric electric field inside the drift tube. The field strength near the anode
wire can provide sufficiently high acceleration of the electrons to enable them
to further ionize atoms and molecules (secondary ionization). This process
of multiplication of charge carriers within the tube is called gain. The less
mobile ions do not gain enough energy to be able to further ionize drift gas
molecules.
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3.2 Ionization

Due to Coulomb interaction, charged particles can ionize atoms and molecules along their
passage through matter. The energy loss per unit length of a charged particle passing
through matter is described by the Bethe-Bloch formula [20, 21] given in equation (3.1).

− dE

dx
=

4πr2
emec

2NAZρz
2

Aβ2

[
ln

(
2mec

2β2

I(1− β2)

)
− β2 − δ(β)

2

]
(3.1)

In equation (3.1), we use:

re=̂ classical electron radius re = 2, 8 · 10−15m

NA=̂ Avogadro number

Z=̂ Proton number in absorber’s nuclei

me=̂ electron mass

ρ=̂ absorber’s density

β=̂ relativistic velocity β = v
c

A=̂ absorbers mass number

z=̂ charge of the ionizing particle

I=̂ absorber’s mean ionization energy [eV]

δ(β)=̂ density effect shielding the nuclear potential

The ratio Z/A can be approximated as constant for many materials, the energy loss
can be assumed to be dependent on two parameters, both being specific to the absorber
material. Specifically, the energy loss per unit length is dependent on the absorber’s
density ρ and its mean ionization energy I. For the tested gas mixtures, these values can
be found in table 3.1 in chapter 3.3.2. Note, that for the derivation of the Bethe-Bloch-
equation, assumption need to be made that do not hold true for electrons, due to their
lower mass compared to other charged particles. As the measurements performed for this
thesis are performed with atmospheric muons, the above mentioned formula is a sufficient
approximation.
Figure 3.2 shows a plot of the the energy loss of different particles in air computed using

equation (3.1). The energy loss per unit length reaches a minimum that is roughly the
same particle momentum for all particles having more mass than an electron. At momenta
of about 1 GeV/c, the energy loss is minimal. Being able to detect those minimal ionizing
particles is an important task which each detector for charged particles must fulfill.
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Figure 3.2: Energy loss dE per unit length dx plotted for several different particles versus
their energy E. The values were computed using equation (3.1) for air as
absorbing medium. At particle momenta above 1GeV/c, all particles deposit
about the same energy per unit length, leading to the so called minimal ion-
izing plateau. The electrons’ behavior differs from all other particles, due to
the fact that electrons have a lower mass than all other displayed particles,
and thus bremsstrahlung has a significant impact on the electrons’ energy loss
[73].

3.3 Drift of ions and electrons

In the following text, all calculations are for a drift tube of length L with an inner radius b
in whose center an anode wire of radius a is clamped.

3.3.1 Electrical field inside a drift tube

Between the anode wire in the tubes center and the tube wall being the cathode, a high
voltage UHV is applied, which will lead to a radially symmetric electric field ~E, as shown
in the following. A more detailed discussion can be found in [53].

In order to achieve a quantitative description of the electric field inside the drift tube,
one applies Maxwell’s equations. In particular Gauss’ law, which is shown in equations
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(3.2) and (3.3), where in the latter one, Stokes’ theorem is applied.

~∇× ~E =
1

εε0

ρ (3.2)∫
V

(
~∇× ~E

)
dV =

∮
∂V

~E · d ~A (3.3)

In equation (3.2), ρ denotes the charge density, which is limited to the anode wire in
space. ∂V is the closure of the volume V . Using the integrated Gauss law (3.3) and using
the radial symmetry, thus ~E ‖ d ~A ∀~r, we get:

∮
∂V

~E · d ~A =

z∫
0

2π∫
0

E(r)rdϕdz′ = 2πE(r)rz (3.4)

∫
V

(
~∇× ~E

)
dV =

1

εε0

∫
V

ρdV =
q

εε0

(3.5)

Now using (3.3), we can write:

2πE(r)rz =
q

εε0

(3.6)

We assume a drift tube of inner radius b with an anode wire of radius a clamped in the
tube’s center. To enable us of neglecting edge effects, we further assume that the length
L of wire and tube is much larger than the tube’s inner radius, so L � b. Thus, the
assumption of

q

z
=
dq

dz
= const

can be made. Using this in (3.6), we get the electric field as shown in (3.7).

E(r) =
1

2πrεε0

dq

dz
(3.7)

Since the electric field is a conservative field, thus can be written as the negative gradient
of a potential U(~r), equation (3.8) holds true.

b∫
a

E(r)dr =

b∫
a

1

2πrεε0

dq

dz
=

1

2πεε0

ln

(
b

a

)
dq

dz
= −

b∫
a

~∇U(~r)d~r = UHV (3.8)

Summarizing, we find
dq

dz
=

2πεε0UHV

ln
(
b
a

) .

Using this in equation (3.7), the electric field is written as shown in equation (3.9).

E(r) =
UHV

r ln
(
b
a

) (3.9)
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3.3.2 Drift gases

Drift gases strongly influence the properties of a drift tube detector. They are composi-
tions of two basic components: a gas that can easily be ionized, which typically holds true
for noble gases, and a quenching gas. They must perform the tasks of a charge multipli-
cation near the anode wire as well as a supression of photon emission. Monatomic inert
gases offer a low crosssection for atomic excitation states, that do not result in ionization
but in photon emission.

The detection of muons, that typically are minimal ionizing particles in high energy
physics, requires a high density of primary ionizations. This density, however, is propor-
tional to the nuclear charge Z of the inert gas, so heavy gas are preferable. The use of
Radon with Z = 86 is not possible because of its own radioactivity. Xenon (Z = 54) and
Krypton (Z = 36) are an optimal choice as drift gas detection components. However,
both of those gases are expensive, thus using them in large scale drift tube detectors is
not cost-efficient. Argon with a nuclear charge of Z = 18 offers a compromise of cost
and primary ionization density. For the SHiP experiment, a high flux of γ photons in the
muon magnetic spectrometer is possible. In order to suppress ionization due to those γ,
a gas with lower Z has advantages as well. The photon interactions at high energies are
dominated by pair production, for which the crosssection is proportional to Z2. Hence,
Argon as detection component seems a reasonable choice.

However, in the process of charge multiplication, radiative excitations of Argon might
occur. The lowest energy excitation of Argon is at an energy of E∗0,Ar = 11.6 eV. Thus, a
photon from an Argon deexcitation has enough energy to release a photo electron from
the aluminum cathode5. As those photo electrons are multiplied near the anode wire as
well, their production results in signals following the original signal, which are known as
afterpulses. Hence, the admixture of molecular gases, that have high crosssections for
the absorption of photons, that excite states with a nonradiative deexcitation through
rotation or vibration, is preferable. A common choice of a such a quenching gas is CO2.
The effect of the addition of Nitrogen to the drift gas mixture is studied in this thesis.

3.3.3 Gas amplification

The gas amplification (or gas gain) G describes the process of multiplication of charge
carriers due to secondary ionization. The gain of free electrons dN

N
per unit length dr

can be described by the first Townsend ionization coefficient αT (E
r′
, ρ) [42]. The term E

r′

denotes the reduced field strength, ρ the gas density. The gain of free electrons then is
given by equation (3.10).

dN

N
= αT

(
E

r′
, ρ

)
dr (3.10)

5Aluminum has a work function of WAl = 4.25 eV
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Table 3.1: Properties of the drift gases’ components investigated within this thesis. A de-
notes the mass number of the atoms or molecules, Z their number of protons in
the nucleus/nuclei. Their minimal ionization potential is given as I0 and their
mean ionization potential is denoted by I. The density ρ is given at normal
conditions [73, 22].

gas A Z I0 [eV] I [eV] ρ [kg m−3]
Ar 2 18 15.76 188 1.78
CO2 44 22 13.81 85 1.98
N2 28.01 14 15.5 82 1.25

The first Townsend ionization coefficient cannot be analytically derived but has to be
measured for any gas mixture and field strength E. The gas gain G now can be computed
by integrating equation (3.10), which results is shown in equation (3.11).

G =
Nf

N0

= exp

 a∫
rmin

αT (r)dr

 = exp

 E(a)∫
E(rmin)

αT (E)

dE/dr
dE

 (3.11)

Here, a is the anode radius and rmin denotes the radius where the avalanche begins. Nf is
the number of free electrons reaching the anode wire and N0 the number of free electrons
at the beginning of the avalanche. Using the electric field as shown in equation (3.9), the
gain can be written as:

G = exp

 UHV

ln( b
a
)

E(a)∫
E(rmin)

αT (E)

E2
dE

 (3.12)

Diethorn [37] proposed a parametrization of the Townsend coefficient, assuming a linear
dependence of αT (E). Using this parametrization, equation (3.12) can be integrated [42],
which results in:

ln(G) =
∆Φ

∆V
ln(2) =

ln(2)

∆V

UHV

ln(b/a)
ln

(
E(a)

E(rmin)

)
(3.13)

Here, ∆Φ is the potential difference between the anode and the radius where the avalanche
begins. The difference ∆V is the potential that electrons need to pass in order to be
enabled for another ionization, thus the energy e∆V corresponds to the ionization energy
of the gas [42].
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3.3.4 Signal development

The electric signal on the anode wire is a result of drifting electrons and ions, that are
accelerated on their path towards anode or cathode, reducing the electric field energy ε.
An electric charge q drifting in an electric field ~E(r) reduces the energy of that field by
an amount ∆ε as shown in equation (3.14).

∆ε = q

r2∫
r1

~E(r)d~r = q(Φ2 − Φ1) (3.14)

In (3.14), Φi is the electric potential at point i. Since both electrons and ions drift in
the electric field, the signal is composed of two components, that of the electrons and
the ions. As stated in chapter 3.1, the electrons undergo multiplication in high electric
field strengths near the anode wire. The last half of charge carriers is created at about
one mean free path λe of the electrons from the anode wire. Assuming a pair of electron
and ion is produced at a distance r′ from the anode wire, according to [53], the voltage
difference due to the drifting electron (u−) and due to the ion (u+) are:

u− = −−e/L
2πε0

a∫
a+r′

1

r
dr =

−e/L
2πε0

ln

(
a+ r′

a

)
(3.15)

u+ = −+e/L

2πε0

b∫
a+r′

1

r
dr =

−e/L
2πε0

ln

(
b

a+ r′

)
(3.16)

u = u+ + u− (3.17)

As stated in [53], the contribution of the electrons drift to the electric signal for typical
values of drift tubes used is small, usually in the range of one per cent.

3.3.5 Drift time and radius

The relation of the measured drift time td and the radius r of the drift circle, the particle
track is a tangent to, is known as the rt-relation. The drift circle’s radius can be written
as shown in equation (3.18).

r(td) =

td∫
0

vd(t)dt =

td∫
0

dr

dt
dt (3.18)

Here, vd is the drift velocity, that can be written as shown in equation (3.19).

vd =
dr

dt
=

dr

dN

dN

dt
(3.19)
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Assuming a homogenous distribution of particle tracks with respect to the tubes radius,
which is true for measurements with atmospheric muons as carried out within the context
of this thesis, the number dN of tracks, that pass through the tube in an interval [r; r+dr]

over dr is shown in (3.20).
dN

dr
=
Ntracks

rtube
(3.20)

Ntracks here denotes the total number of tracks and rtube the tube’s radius. Using (3.20)
in (3.19), the drift velocity can be written as:

vd =
rtube
Ntracks

dN

dt

Inserting this drift velocity into equation (3.18), the rt-relation is found to be as shown
in equation (3.21).

r(td) =
rtube
Ntracks

td∫
0

dN

dt
dt (3.21)

The distribution of drift times dN
dt

is called the drift time spectrum. A drift time spectrum
that was measured using a test setup for the OPERA experiment is shown in figure 3.3.

Figure 3.3: Spectrum of drift times measured for the precision tracker of the OPERA
experiment. The used drift gas mixture, for which this spectrum shape is
typical, is 80% Ar and 20% CO2 [85].

Following equation (3.21), by integrating the drift time spectrum, one can compute the
rt-relation. In order to achieve a spatial resolution not varying much with the radius of
the drift circle, a linear rt-relation is beneficial, which results from a box-shaped drift



36 Chapter 3. Drift tube detectors

time spectrum. The maximum drift times originate from tracks near the cathode, a fast
drift gas has shorter maximum drift times which allows for faster collection times.

3.4 Detection efficiency

The detection efficiency η is given by the fraction of number of detected events Ne by
the drift tube over the number of triggered events Nt by the external trigger, as shown in
equation 3.22

η =
Ne

Nt

(3.22)

The single events are independent from each other and happen with low rates, so they
follow a Poissonian distribution. The standard deviation ση on the efficiency is given by
the Gaussian propagation of errors (3.23), which describes the error of a quantity G, where
G itself is a function of multiple quantities, that are associated with error themselves:

σG =

√√√√∑
i

(
∂G

∂xi
σxi

)2

(3.23)

Hence, for the efficiency, the deviation of η is shown in equation (3.24).

ση =

√
η(1− η)

Nt

(3.24)

3.5 Track reconstruction

From the measurement of the drift time, the radius at which a charged particle passed
the drift tube can be calculated. Thus, measuring the drift time of a single drift tube
only provides a drift circle, which the particle track is a tangent to. When the drift circles
of multiple layers of drift tubes are combined, a particle track can be fitted to these drift
circles, as shown in figure 3.4. The reconstructed track, however, is a two dimensional
track since no information is present about the location along the tube axis, where the
particle passed. As the electric signal propagates on the sense wire with a finite speed,
the time differences between the signal being measured at each side of the tube can be
done, which was tested for the OPERA drift tubes and resulted in a resolution along the
tube axis of σL = 49.2 cm [24]. This resolution along the tube axis comes at the cost of
a second set of readout electronics needed for each tube. The spatial resolution achieved
this way usually does not justify the additional cost. For certain purposes in high energy
physics, however, a three dimensional track reconstruction with much higher accuracy is
required. This can be achieved by tilting several layers of drift tubes by a stereo angle
against each other. The two dimensional tracks reconstructed by each layer of tilted drift
tubes can then be combined to reconstruct the three dimensional particle track.
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Figure 3.4: A muon track fitted to the drift circles of four drift tubes hit. The drift tube
setup is from one wall of the precision tracker of the OPERA experiment [55].

3.6 Effects influencing detector performance

Several physical and chemical effects influence the performance of a drift tube detector.
As there are many such factors, not every contribution is discussed here.

3.6.1 Drift gas mixture pressure

The spatial resolution of the drift circle depends on the pressure of the drift gas mixture.
According to [22], a change in pressure by a factor k results in a higher spatial resolution of
a factor 1/

√
k. However, drift tube detectors with a large volume, such as the drift tubes

for the muon magnetic spectrometer for the SHiP experiment, might not be operated at
higher pressures for security reasons. Consequently, the gas pressure must be chosen as a
compromise of safe detector operation and the necessary spatial resolution.

3.6.2 Uncertainties in time measurements

As shown in equation (3.21) and described in chapter 3.5, the spatial resolution of a drift
tube detector largely depends on the accuracy of drift time measurements. Thus, a high
resolution in time measurements is needed in order to operate a drift tube detector with
high accuracy. This effect is dominant near the anode wire as shown in [84].

3.6.3 Diffusion

The atoms and molecules in a gas have a thermal energy, the average value being εT =

3/2kBT and following Maxwell’s probability distribution shown in equation (3.25) [73].

F (ε) = C
√
εe
− ε
kBT (3.25)



38 Chapter 3. Drift tube detectors

Charges, produced by ionization undergo multiple collisions in the gas, broadening the
energy distribution and diffusing away from their point of origin (neglecting the drift along
the field lines). Due to diffusion, the location distribution of the charges after a time t
follows a Gaussian distribution as shown in (3.26).

dN

N
=

1√
4πDt

e−(x2/4Dt)dx (3.26)

Here, dN
N

is the fraction of charges that can be found a distance x from its origin and D
is the diffusion coefficient. When taking the drift along the electric field into account,
the diffusion coefficient is a function of the electric field strength. As a broadened en-
ergy distribution broadens the distribution of their arrival times as well, a high diffusion
coefficient results in a lower spatial resolution [73].

3.6.4 Aging

The process of aging describes chemical changes in the material, mainly of the sense
wire. Detailed examinations of the sense wire aging were performed for the transition
radiation tracker (TRT) [31] for the ATLAS experiment [17], described in [9]. Additional
background information can be found in [22]. As the detector, in particular the sense
wire, ages, chemical changes in the sense wire material, especially deposits of metals or
oxidation of the sense wire material can occur as the sense wire accumulates charge during
its operation. Those changes are more likely to happen in environments with admixtures
of water or oxygen in the tube, which accelerates the aging process. In [9], studies on
chemical and physical changes of the sense wire were performed using captures from a
Scanning electron microscope (SEM), accompanied by energy dispersive X-Ray (EDX)
analysis of material defects. Figure 3.5 shows a photo of a gold-plated tungsten wire
that accumulated a charge of 0.5 C/cm in an environment with the admixture of 1.5% of
O2 and 1.2% of H2O. An examination of this defect using EDX showed the presence of
tungsten and oxygen in the material defect, significantly changing the electric field near
that location on the sense wire.
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Figure 3.5: Photo from a scanning electron microscope of a gold-plated tungsten wire
for the aging studies for the ATLAS transition radiation tracker (TRT ). The
aging was accelerated for testing purposes by adding 1.5% of O2 and 1.2% of
H2O. The accumulated charge per unit length is approximately 0.5 C/cm. An
energy dispersive X-ray analysis has shown the presence of WO in the bulb
[9].
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Figure 3.6: Damage on the gold plating of the sense wire after 2−6 C/cm of accumulated
charge. No damage was observed when the amount of water in the drift gas
mixture was lower than 0.1% [9].
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3.7 Experiments using drift tube detectors

As seen above, drift tube detectors are reliable, cheap detectors applicable for the in-
strumentation of large volumina. As drift tube detectors are able to measure minimally
ionizing particles with a reasonable spatial resolution and operate in magnetic fields, they
are commonly used as muon trackers in high energy physics. Muons are minimally ioniz-
ing at relatively low energy. In electromagnetic and hadronic calorimeters, they usually
cannot be stopped, enabling them to escape the detector. In a symmetric energy collider
experiment, in order to achieve an event reconstruction with the major particle masses
and energies, one needs to reconstruct all transverse momenta. Charged particles leav-
ing signals in the electromagnetic and hadronic calorimeters, but not producing showers
that dump large amounts of energy in those calorimeters, can be assumed to be muons.
They are then measured in the outermost detector parts, the muon trackers. Through
bending their tracks in magnetic fields, one can reconstruct their transverse momenta,
so that their contribution to the balance of transverse momenta can be accounted for.
Neutrinos however cannot be reconstructed and can, in the end, only be recognized as
missing transverse momentum.
Some recent experiments using drift tube detectors are OPERA [49, 36] and ATLAS

[17], which are discussed below. Note that drift tube detectors are commonly used in
many experiments, that can not be discussed here.

OPERA The now decommissioned OPERA experiment was an experiment for neutrino
oscillations, searching for the appearance of ντ in the νµ beam CNGS6. It successfully
proved the appearance of τ -neutrinos in a µ-neutrino beam [6]. OPERA used a target
tracker of bricks made of lead interleaved with photo emulsion. Most of the neutrinos in
the CNGS beam reach the underground laboratory LNGS7 as muon neutrinos, interacting
in the lead with a muon in the final state. Tau neutrinos, however, interact, producing
a τ lepton, which decays further with a muon and two neutrinos in the final state. As
the neutrinos carry momentum, the muon travels at different direction than the τ , thus
the track will show a kink at the location of the decay vertex. The decay length of the
τ -lepton is in the range of a µm, thus a high spatial resolution in the target tracker is
needed.
A reconstruction of the charge sign and the momentum of the muons is of vital im-

portance in order to clearly identify an event originated in an interaction of a ντ from
the neutrino beam. For the momentum and charge reconstruction, drift tubes were used.
The drift tubes were 8 m long and filled with a drift gas mixture of 80% Ar and 20%

CO2. They were grouped to walls of eight modules, each containing 48 drift tubes in four
layers. The drift tubes at the OPERA experiment, being a low-rate experiment, had an

6CERN neutrinos to Gran Sasso
7Laboratori Nazionali del Gran Sasso
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expected trigger rate of 1.2 Hz per wall [42]. Due to the low expected rate, no admixtures
of gases were made, that lead to higher drift velocities, thus reducing the maximum drift
time and dead time, the maximum drift time of about 1300 ns was considered sufficient.
An upgrade of the drift tubes of the OPERA experiment is planned to be used for the
SHiP experiment, where a muon flux of 4 kHz/m2 is expected, thus faster collection times
are needed.

ATLAS The ATLAS8 experiment, being one of the experiments situated at the Large
Hadron Collider (LHC), uses drift tubes as muon spectrometer. Each tube has a diameter
of 30 mm and is operated with a drift gas mixture of 93% Argon and 7% CO2 at a pressure
of 3 bar. More than 350,000 drift tubes seperated into 1,200 modules are placed in a ring
shape around the hadronic calorimeter. As the hadronic calorimeter is designed to stop
hadrons, only muons are expected to pass through the muon spectrometer. The ATLAS
experiment was designed to search for the Higgs boson, which has decay channels with
muons in the final state. Thus, a reconstruction of the muon tracks and momenta is
mandatory. The muon spectrometer of ATLAS operates in a strong, toroidal magnetic
field, enabling the spectrometer to reconstruct transverse momenta with a resolution of
2−3 % for muon transverse momenta up to pT = 100 GeV. At pT = 1 TeV, the resolution
is about 10%. The spatial resolution of the ATLAS muon spectrometer is about 50µm
[77]. For the luminosity upgrade of the LHC, faster collection times of the ATLAS muon
spectrometer were needed. For that purpose studies with linear and fast drift gas mixtures
were performed in [79], also motivating the research performed within the context of this
thesis.

8acronym for A Toroidal Lhc ApparatuS



4 The SHiP experiment

The Search for Hidden Particles (SHiP) experiment is a newly proposed, beam dump
experiment which is to be built using beamtime from the Super Proton Synchrotron (SPS)
at CERN 1. Among other tasks, it is a preaccelerator for the Large Hardon Collider (LHC).
SHiP offers the opportunity, to explore physics beyond the standard model2 without
the need for new accelerators. A special focus lies on neutrino physics, especially the
question, if normal neutrinos might be supplemented with heavy sterile neutrinos3, which
are proposed to be of a much higher mass than the active neutrinos by some models.
The following text will introduce the reader to how SHiP can explore BSM physics in
comparison with LHC or future collider experiments. In addition, SHiP will offer the first
ever ability to directly observe the ν̄τ .

4.1 Physical motivation

The discovery of the Higgs Boson by the LHC experiments ATLAS [1] and CMS [28] in
2012, led to the situation that all particles, that were proposed by the standard model
of particle physics, were discovered. The small, non-zero neutrino masses as well as
cosmological phenomena such as the baryon asymmetry of the universe (BAU) and the
existence of dark matter can not be explained by the standard model. Therefore, in
order to develop a more complete theoretical description of nature, we need to explore
physics beyond the standard model. Many BSM theories propose the existence of yet
undiscovered particles.
The properties of the SHiP detector in comparison with other experiments, dedicated

to the search for sterile neutrinos are shown in table 4.1. For details on the PS191
experiment, see [18, 19, 82]. Details on NuTeV can be found in [39] and for the CHARM
experiment, see [81].

4.1.1 Intensity frontier

There are two ways of searching for yet undiscovered particles. They might either have
masses higher than those accessible with nowadays collider experiments. These particles

1Conseile Eurepéen pour la Recherche Nucléaire (french) - European Organization for Nuclear Research
2in the following text denoted by BSM (beyond standard model) physics
3see section 2.4.3 for more information on sterile neutrinos
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Table 4.1: Experiments dedicated to search for HNLs in comparison [30]
Experiment PS191 NuTeV CHARM SHiP
Proton energy (GeV) 19.2 800 400 400
Protons on target (·1019) 8.86 0.25 0.24 20
Decay volume (m3) 360 1100 315 1780
Decay volume pressure (bar) 1 (He) 1 (He) 1 (air) 10−6 (air)
Distance to target (m) 128 1400 480 80-90
Off beam axis (mrad) 40 0 0 0

Figure 4.1: Illustration of ways to explore physics beyond the Standard Model. In the
intensity frontier, small interaction strengths can be explored, included the
Hidden Sector. High energy scales ca be explored with future collider ex-
periments at higher energies, including for example supersymmetric (SUSY)
models [11].

may be discovered with future generations of particle accelerators and colliders, hidden
particles, that can be found with higher energies are called to be in the energy frontier.
The SHiP experiment, however, using the 400 GeV, high intensity proton beam from the
SPS utilizes another approach. It will search for particles at lower masses but with small
couplings, that need a high intensity to be discovered, what is called the intensity frontier
[30]. A sketch of how to explore physics beyond the standard model is shown in figure
4.1.

4.1.2 ντ physics

Production of tau neutrinos The proton beam of 400 GeV is stopped in the proton
target4, where τ neutrinos are produced in two major ways. In primary proton interac-
tions, due to the target material, D±s mesons, containing a charm quark, are produced in

4described in chapter 4.3.1
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Figure 4.2: Estimated momentum distribution of ντ produced either in the decay of Ds

mesons (shaded) or the decay of τ leptons. The distribution is the same for
ν̄τ [30].

an equal amount [30]. The ratio of Ds meson production is:

fDs = (7.7± 0.6+0.5
−0.4)%

as shown in [5]. The leptonic decay of theD±s mesons can happen to τ leptons accompanied
by τ neutrinos with a branching ratio of [64]:

Br(Ds → τ) = (5.54± 0.24)%

The second process producing τ neutrinos is the decay of the before mentioned τ leptons.
This results in a number of produced τ neutrinos for 2 ·1020 protons on target of Nντ+ν̄τ =

5.7 · 1015 [30]. As a result of the different kinematics involved in these two processes, the
expected spectra of ντ and ν̄τ differ, being softer for neutrinos from meson decays [30].
An estimated momentum distribution of ντ produced in decays of τ and Ds is shown in
figure 4.2.

Electron and muon neutrinos, however, can be produced by many decays. Especially
pions and kaons that are produced as secondary particles from proton interactions, do
often decay with electron and muon neutrinos in the final state. A simulation of the
proton target and hadron stopper using Geant4 has been performed. It provides expected
neutrino spectra produced in the proton target and surviving the hadron stopper as shown
in figure 4.3. In those spectra, a cut of 0.5 GeV is applied, since neutrinos of energies
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lower than that have a smaller cross section and a wide angular distribution, resulting in
a neglegible contribution [30].

Figure 4.3: Simulated spectra of the produced neutrinos in the proton target (left) and
neutrinos reaching the neutrino detector (right). The total neutrino number
is normalized to 100 and a cut of 0.5 GeV/c is applied for electron and muon
neutrinos as lower energy neutrinos have a neglegible interaction cross section
and a wide angular distribution [30].

First ever direct observation of the ν̄τ As the DONuT experiment at Fermilab was
not able to distinguish between neutrino and antineutrino, they were just able to find the
ντ [52]. The SHiP experiment, however, due to its high spatial resolution in its target
tracker as well as its ability to measure the charge sign of the particles in the final state,
will offer the first ever ability to directly observe the anti tau neutrino ν̄τ .

Structure functions of tau neutrinos The differential cross section d2σν(ν̄)

dxdy
for CC in-

teractions of the ντ and ν̄τ is given by equation (4.1) [30].

d2σν(ν̄)

dxdy
=
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(4.1)

In equation (4.1), the differential cross section is divided to a set of five structure functions
F1 to F5. The variables x, y,Q are related as Q2 = 2MNEνxy. They represent the
common set of kinematic variables of deep inelastic scattering (DIS ). While the terms
corresponding to the structure functions F4 and F5 can be neglected in case of muon
neutrino interactions [10], they do indeed contribute to the differential cross section of
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τ neutrinos due to the higher mass of the τ lepton. The value of F4 was calculated to
be about 1% of F5 in [70] at NLO. Five years of data acquisition will enable SHiP to
be sensitive to the structure functions F4 and F5 and test the hypothesis F4 = F5 = 0.
This would result in a higher cross section for charged current deep inelastic scattering
(CC DIS ) than expected following the standard model with values that differ from zero.
Figure 4.4 shows a plot of the expected cross sections of CC DIS interactions for ντ and
ν̄τ as predicted by the SM and the hypothesis F4 = F5 = 0. The difference is larger for
lower energies, becoming neglegible at higher energy. Evidence for non-zero values of F4

and F5 can be achieved with a significance of 3σ requiring σSM
σzero-hypothesis

≡ r > 1.6, which
is satisfied for Eν̄τ < 38 GeV. At this energy range, the observation of 300ν̄τ interactions
is expected [30].

Figure 4.4: Expected cross sections for charged current deep inelastic scattering of ντ (left)
and ν̄τ (right). The solid graph shows the cross section as predicted by the
standard model, the dashed graph the hypothesis F4 = F5 = 0 [30, 70].

4.1.3 Hidden sector portals

The SM fails to explain several phenomena, that are observed in particle physics, astro-
physics and cosmology. BSM theories exist, that can explain some of those phenomena
but they require the existence of yet undiscovered particles. These undiscovered parti-
cles can be grouped into three types of particles, that are coupled to SM particles via
renormalizable interactions with small, dimensionless coupling constants, that are called
portals. All those portals have a mass scale, that depends on the mass dimension of the
singlet operators of the SM [11].

Vector portal: Coupling via the vector portal ε to the SM hypercharge field F µν
Y , new

particles are Abelian fields A′µν with a field strength F ′µν . The Lagrangian for vector portal
interactions is:

LVector portal = εF ′µνF
µν
Y
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Thus, the new vector particles couple to photons and Z bosons. The mass dimension is
in the order of O(GeV2).

Scalar portal: New, neutral singlet scalar Si couple to the square of the Higgs field |Φ|2

via two couplings λi and gi, in this case dimensionful, with the Lagrangian:

LScalar portal = (λiS
2
i + giSi)(Φ

†Φ)

The scalar portal has a mass scale of O(GeV2) as well.

Neutrino portal: The introduction of new, neutral singlet fermionsNI (sterile neutrinos,
HNLs in the SHiP context)5 coupling to the singlet operators (LαΦ̃) lead to a Lagrangian:

LNeutrino portal = FαI(LαΦ̃)NI

Lα is one of the lepton doublets in SU(2) (α ∈ {e, µ, τ}), Φ is the Higgs doublet and FαI
the dimensionless Yukawa coupling. It has a mass scale of O(GeV

5
2 ).

For a detailed description of those portals, see [11]. In the context of this thesis, only
the neutrino portal, especially how it can be accessed by the SHiP experiment, is further
discussed in chapter 4.1.4.

4.1.4 Heavy neutral leptons

Following the assumption, that heavy sterile neutrinos (in the context of the SHiP ex-
periment often referred to as HNLs (Heavy Neutral Leptons) exist, they can be produced
instead of an active neutrino wherever kinematically possible. The production of a ster-
ile neutrino is supressed with a factor of θ2 with respect to the production of an active
neutrino6 [11].

Figure 4.5: Production and decay of the sterile neutrino NI [11].

Many decay channels of HNLs end up with pions and muons in the final state, which
can be mimicked, mainly by decaying K0

L, that do have the ability to enter the hidden
sector decay volume undetected and mimic HNL decays in there. For a more detailed

5discussed in chapter 2.3.2
6see chapter 2.3.2 for details
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Figure 4.6: Explorable region of Yukawa couplings and Majorana masses of HNLs for see-
saw models. The shaded regions are excluded due to different reasons. Too
strong Yukawa couplings are excluded because with such strong couplings,
HNLs must have been already discovered, other areas can be excluded as they
would either not allow for the seesaw mechanism or would agree with exist-
ing constrains on active neutrino masses. Possible combinations of Yukawa
couplings and Majorana masses for HNLs to exist are to be explored in the
unshaded region [2].

description of background sources in the hidden sector decay volume are, see [30]. To
identify a hidden particle decay, a track and momentum reconstruction of the daughter
particles of the decay is needed. Additionally, veto tagging is crucial due to the low
number of expected events. For a more detailed look at the detectors, performing this
task, see chapter 4.3.5.

4.2 Site

The SHiP experiment is planned with minimal modifications to existing beam transfer
and extraction of the SPS required. At its planned location, the SHiP facility can share
the TT20 beam transfer line with other experiments at the CERN north area [30]. The
existing beam transfer line allows for beam extraction with a spill of 4 · 1013 protons over
1.2 seconds [30].
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Figure 4.7: Planned SHiP site at the north area of CERN [30].

4.3 Detector layout

In the following passages, a short introduction of the major detector components will be
given. Within the context of this thesis, there will be a focus on the Muon Magnetic
Spectrometer, since the experimental results presented within this thesis are to be seen
with the needed properties of this very detector component. All the following sections are
based on the SHiP technical proposal [30] and the SHiP physics case [11].

4.3.1 Proton target

The proton target is designed to maximize the production of heavy mesons and minimize
the production of muons and neutrinos. In order to fulfill this task, it must be made of
a material with a short nuclear interaction length λ and big enough to contain the full
proton shower, so absorbing all the beam energy. The high intensity, SPS proton beam
with an energy of 400 GeV has an average beam power of 350 kW with a peak power of
one proton spill of 2.56 MW. Since the flight of pions and kaons resulting from the proton
interactions is to be minimized, the target must be designed with a minimal amount of
space used for cooling channels. Due to the high beam power, the design of the proton
target is a challenging task. The target performance required for SHiP can be aqcuired
with a hybrid target made of titanium-zirconium doped molybdenum (TZM) alloy for the
first 58 cm (4λ) and another 58 cm of pure tungsten (6λ) following downstream the TZM
target. The target blocks are water cooled through 16 cooling slits, each 5 mm thick. The
cooling slits’ positions are optimized to achieve a uniform energy deposition distribution
in the target, the maximum power density in the target is computed to be about 850

J/cm3/spill [30]. Figure 4.9 shows a longitudinal cross cut through the proton target with
the target dimensions.
The energy deposition density in the target for one spill of 4 · 1013 protons on target is
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Figure 4.8: Conceptional overview of full the SHiP detector [30].

shown in figure 4.10.
The proton target is embedded in a water cooled cast iron bunker, which itself is set

up in a target complex and designed to remote handable. Downstream the target, a
proximity shielding of five meters thickness is set up, that is to absorb secondary hadrons
and non-interacting protons escaping the target, thus reducing the irradiation of the muon
shielding7

4.3.2 Muon shielding

Even though the proton target is designed to minimize the primary production of neutrinos
and muons, a muon production rate of 5 · 109 muons per spill is expected. The muons,
however, must not enter the hidden sector decay volume, and therefore must be bent
away. Additionaly, the transverse size of the HS detector must be small enough in order to
reduce background effects. Both, active and passive muon shields are under investigation.
In both cases, the design heavily depends on the muon spectrum, that has been simulated
[30]. The hidden sector detector decay volume design foresees an aperture of 5 m, muons
must be bent beyond this aperture on a path of 48 m along the beam line.
For a solution with active shielding, a total field of By = 40 Tm is needed in order to

7see section 4.3.2 for more information.
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Figure 4.9: Sketch of the proton target, stopping the spill of 400 GeV, SPS accelerated
protons. The areas hatched from the lower left to the upper right represent
titanium-zirconium doped molybdenum (TZM) target blocks. Hatched from
the upper left to the lower right side areas show the pure tungsten target. The
slits within the target show the water cooling slits. Their position is optimized
so that the energy deposition density is uniformly distributed [30].

Figure 4.10: Plot of the maximum energy deposition per cm3 in the proton target. The
hadronic interaction lengths λ are shown in the plot. The local minima are
the positions of the water cooling channels, where less energy is deposited
due to waters lower density [30].



4.3. Detector layout 53

bend muons with an energy of 350 GeV [30]. As the CERN beamline already has existing,
conventional magnets of 1.8 T field strength and 5.66 m length. A total length of 23 m
of those magnets would provide enough integrated field, their return fields would reflect
muons back into the HS vessel aperture. Thus, the design of new magnets is mandatory.
Passive shielding solutions proved unsuited in simulations.

4.3.3 ντ detector

The tau neutrino detector is primarily designed to perform the first ever observation of the
anti tau neutrino ν̄τ . Therefore it is optimized to maximize the number of ντ interactions.
At the same time it must be relatively small due to the high muon flux along the beamline
axis that is diverted away from the neutrino target by the muon shielding, which it must
avoid. Since the interaction of ντ results in the production of τ leptons, that decay after
travelling about 1µm, a spatial resolution of a micron within the neutrino target is needed.
As all neutrino flavors are produced in the target, an aim of the neutrino detector design
is to identify all neutrino flavors, of which the τ flavor is the most challenging due to the
short decay length of the τ lepton. In addition, the SHiP neutrino detector offers the
unique ability of distinguishing between ν and ν̄. Therefore, a charge determination of
the the particles escaping the neutrino vertex must be achieved, which is done using the
bending of the trajectories in a magnetic field. In order to keep the target small enough
to fit in the muonshielded volume, a magnetic field of about 1 T is needed. The Goliath
magnet8 is one possible magnet able to achieve the requirements but other options are
under active investigation.
The neutrino detector will be a high density target capable of detecting charged parti-

cles with a sub micron spatial resolution. This will be achieved using a multicomponent
detector and target. Following the experience from the OPERA experiment, the ντ target
will be segmented into bricks, each consisting of 57 thin layers of emulsion film, inter-
leaved with 56 lead plated, each 1mm thick. This is utilizing the so called Emulsion
Cloud Chamber (ECC) technique. The bricks combine a sub micrometer spatial resolu-
tion tracker and a high density target. Each brick has a weight of 8.3 kg and measures
128×102 mm transverse the beam direction and 79 mm longitudinal. The photo emulsion
consists of AgBr crystals in a gelatine binder, that each have a diameter of 0.2µm [30]. A
particle scattering on those crystals induces the growth of silver clusters along its path,
that have a diameter of 0.6µm. These are visible in an optical microscope [30]. A minimal
ionizing particle has a typical density of 36 silver clusters per 100µm.
Nuclear emulsion films, however, have the disadvantage of integrating all charged parti-

cle tracks over their lifetime. For SHiP, a replacement of all bricks twice a year is needed.
Thus, the target must be within reach for maintenance [30].
The branching ratio of the τ lepton is largest to hadrons, as shown in table 4.2. Thus,

8used for example in the NA57 experiment, see [62]
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Table 4.2: Branching ratios for the decay channels of the τ lepton [30].
Channel branching ratio
τ− → e−ντ ν̄e 17.8%

τ− → µ−ντ ν̄µ 17.7%

τ− → h−ντ (nπ
0) 49.5%

τ− → h−h−h−ντ (nπ
0) 15.0%

in order to distinguish ντ and ν̄τ , it is mandatory to be able to measure their charge inside
the target, as hadrons typically are not able to escape the ντ -target. Decays of the τ are
separated to long and short decays. Short decays are those, where the τ decays in the same
lead plate, where the neutrino interaction occurs, whereas long decays of the τ happen
further downstream [30]. In the first case, selection of the τ candidates is performed by
measurement of the impact parameter w.r.t the vertex of the decay’s daughter particles, in
the latter case based on a measurement of kink angle between τ track and daughter track
[30]. The expected distribution of the decay length and kink angle of the τ lepton is shown
in figure 4.11. Immediately downstream each ECC brick, Compact Emulsion Spectrometer

(a) decay length distribution (b) kink angle distribution

Figure 4.11: Distribution of the decay length of the τ lepton (left) and distribution of the
kink angle for the decay τ → h [30].

(CES) bricks are attached. These consist of three emulsion film layers interleaved with two
Rohacell layers, each 15 mm thick. The Rohacell plates have a low density of 57 mg/cm3,
minimizing the error due to multiple Coulomb scattering on the sagitta measurement and
at the same provide enough spacing between the emulsion film layers. A schematic view
of one ECC brick with an attached CES is shown in figure 4.12. The set of ECC and CES
is called a detector-cell.
The CES performance has been simulated with π± in the momentum range from 0.5 to

10 GeV/c. It is expected to be able to measure those hadrons charge with a confidence
level of 3σ up to momenta of 10 GeV/c with a momentum resolution of 20% [30]. A
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Figure 4.12: Schematic of one neutrino detector cell, consisting of an ECC brick and one
unit of compact emulsion spectrometer (CES). The detection scheme of tau
neutrino is shown with a ντ entering the brick from the left and a τ− escaping
the vertex and decaying in a lead plate of the brick. The thick drawn track
parts are detected tracks within active detector parts [30].

schematic view of the momentum measurement is shown in 4.13. The neutrino detector
of the SHiP experiment will consist of 11 wall of bricks, each wall with 15× 7 bricks with
a cumulative sum of 9.6 tonnes. The walls are interleaved with planes of electronic target
trackers. A schematic overview of the complete neutrino target is shown in figure 4.14.

The electronic target tracker provides the time stamp for an event and predict, in
which cell of the target the primary neutrino interacteed [30]. An additional plane of
target tracker directly upstream the target is planned as a veto, resulting in a total of
12 target tracker planes. For the target tracker, the options of scintillating fibres (SciFi)
and micro-pattern gaseous detectors are under investigation [30].

Figure 4.13: Sagitta measurement within the compact emulsion spectrometer (CES) sim-
ulated in a 1T magnetic field [30].



56 Chapter 4. The SHiP experiment

Figure 4.14: Overview of the tau neutrino target [30].

Table 4.3: Efficiency of the decay search εds and the overall detection efficiency εtot =
εgeom · εloc · εds for the different decay channels of the τ lepton [30].

decay channel εds(%) εtot(%)

τ → µ 72 60
τ → h 74 62
τ → 3h 76 63
τ → e 67 56

4.3.4 Muon Magnetic Spectrometer

The main experimental objective of the muon magnetic spectrometer is a precise mea-
surement of the charge signs and momenta of the muons emerging the neutrino target.
In order to connect the muon tracks with the neutrino target, a three dimensional track
of the muons needs to be reconstructed. The muon magnetic spectrometer consists of
several components, all of which based on experience gained from the OPERA experi-
ment. A warm magnet to bend charged particles’ tracks in order to measure their charge
sign, several layers of drift tube detectors and a resistive plate chamber (RPC ) electronic
tracking detector is proposed [30]. The magnet is shown in figure 4.15, it consists of two
walls of iron, each made up from 12 iron layers of 5 cm thickness. The iron layers are
separated by 2 cm of air, that house the RPC detectors [30]. In addition, it is equipped
with top and bottom flux return yokes, the expected field along the walls is at 1.57 T
[30]. The RPC detectors in the magnet provide a resolution in the range of 1 cm, the
momentum measurement is performed by the more accurate drift tubes.

The drift tube detector for the SHiP muon magnetic spectrometer can be reused from
the high precision tracker of the OPERA experiment. The aluminum tubes are 7926 mm
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Figure 4.15: Schematic view of the warm magnet for the SHiP muon magnetic spectrom-
eter. It consists of two walls, each made of 12 layers of 5 cm thick iron,
interleaved by 2cm of air. This setup has a total iron thickness of 1.2 m in
the beam direction, which is a compromise of high enough magnetic field and
low material budget [30].

long, have an outer diameter of 38 mm and a wall thickness of 850µm [30]. The tubes
are grouped to modules of 48 tubes, that are staggered in four layers of tubes. For the
OPERA experiment, a drift gas mixture of 80% Ar and 20% CO2 was used, which has
a maximum drift time of approximately 1.3µs and a spatial resolution of 255µm. The
momentum resolution at 20 GeV/c was measured to be at ∆p/p = 20% [30]. In order
to reduce in drift tubes’ occupancy for the SHiP experiment, drift gas mixtures with low
admixtures of molecular Nitrogen are foreseen, that are investigated within the context of
this thesis. As shown in chapter 3.5, layers of drift tubes rotated by a stereo angle against
each other are needed for a three dimensional reconstruction.
For the SHiP experiment, a stereo angle of ϕ = ±3.6◦ was chosen. This angle is

optimized in order to enable the reuse of the drift tubes from the decommissioned OPERA
experiment with minimal changes needed. The angle must not be too large, so that the
lateral dimension of the drift tube detector does not reach out to the area where the flux of
diverted muons bent by the shielding is high, thus occupying the drift tubes. A schematic
view of the muon magnetic spectrometer and its positioning relative to the ντ -target is
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Figure 4.16: Detailed view of the ντ -detector and the muon magnetic spectrometer, which
is placed immediately downstream the ντ -detector. The layered layout of the
magnet, which is interleaved by RPC detectors, as well as the layers of drift
tubes can be seen [30].

shown in figure 4.16.

Figure 4.17: Simulated tracks of a νCCµ -charm event. The first six planes of drift tubes are
shown, the different gray shades of the tubes account for the three projections
of rotated drift tubes. The green circles in the tubes represent drift circles
based on drift time measurements and the rt-relation. Pink tracks refer to
muons, yellow tracks show electrons and blue tracks show hadrons [30].
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4.3.5 Hidden sector detector

As this thesis focuses of the neutrino detector and muon magnetic spectrometer, only a
brief introduction to the hidden sector detector is given. For details see [30] and [11].
The hidden sector detector consists of several components ordered from upstream to
downstream:

1. Decay volume with veto

2. spectrometer tracker

3. electromagnetic and hadronic calorimeter

4. muon detector

The decay volume design foresees an evacuated, double-walled vessel with an elliptical
shape. It has a horizontal dimension of 5 m and a vertical dimension of 10 m. The
volume is planned to be evacuated to a level of 10−6 bar in order to minimize the number
of interactions with neutrinos and muons [30]. Different designs for the HS decay volume
are under investigation as well. As very low observation rates for hidden sector particles
are expected, a strong background rejection capability is crucial [30]. Therefore, veto
taggers both upstream and surrounding the decay volume are foreseen.

The surrounding background tagger is based on a liquid scintillator filled in between
the walls of the decay vessel, which provides an almost full solid angle coverage. The
light collection is planned to be performed utilizing the wavelength-shifting optical module
(WOM) technique with PMTs9.

For the upstream veto tagger a design using an array of plastic scintillators is foreseen,
which combines low cost with high efficiency, large coverage and low maintenance [30].
Using this upstream veto tagger, the background from neutral kaons is thought to become
neglegible and it provides a veto on muons entering the HS vessel through its front window
[30]. It is complemented with an additional straw veto tagger, located 5m further upstream
in the vacuum, using a minimal material budget at the cost of slightly lower efficiency
[30].

The spectrometer tracker directly downstream the decay volume must provide track-
and momentum reconstruction of charged particles originating in hidden particle decays.
To achieve this task, the use of straw tubes, operating in a magnetic field is planned. This
needs a time stamp with a resolution at the order of one nanosecond. Therefore, a timing
detector is planned, for which plastic scintillators and RPCs are under investigation. [30].

9for more details see [30].
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The calorimeters downstream the spectrometer tracker follow the well known design in
high energy physics. Directly downstream the spectrometer, an electromagnetic calorime-
ter (ECAL) is present, which must have a high energy resolution as well as the ability
to identify electrons, photons and pions [30]. This is crucial in order to separate HNL
decays from Kaon decays. The ECAL is consists of cells, each being made as sampling
scintillator-lead structure, readout by plastic fibres [30].
The hadronic calorimeter (HCAL) must now separate pions from muons, especially for

low energies and tag neutral hadrons, that have escaped observation on all other detector
parts. It is designed with a layered layout of alternating 1.5 cm of steel and 0.5 cm of
scintillator, wrapped by highly reflective Tyvek paper [30].

The muon detector must perform the identification of muons with high efficiency.
Therefore, a detector using walls of scintillator bars in both horizontal and vertical ori-
entation are set up, providing a granularity of five to ten centimeters. The walls of
scintillators are interleaved with passive iron filters [30].



5 Experimental setup

The experimental setup is divided into several parts. They will be described in this
chapter. It consists of the drift tube itself, a gas flow system, two plastic scintillators with
photomultiplier tubes acting as trigger system as well as electronics and analog to digital
conversion. Each component will be shown in the following sections.

5.1 Drift tube

Within the context of this thesis, a single drift tube is used. The used aluminum drift
tube has a length of L = 30 cm and an outer diameter of do = 38+0

−0.15mm. The wall
thickness measures 850+0

−150 µm. In its center, a gold plated tungsten wire with a diameter
of 45µm is clamped, acting as anode. The drift tube design is the same as the drift tubes
for the precision tracker of the OPERA experiment and is described in [42]. The drift
tube setup has a shielded box for a radioactive source1, which is not used within the
context of this thesis. The tube is closed with a mylar foil against the source housing.
A schematic view of the tube with source housing and struts for mechanical construction
support is shown in figure 5.1. Figure 5.2 shows a photo of the real setup as used for the
here shown measurements. A box containing the L3 electronic amplifier2 and wiring for

Figure 5.1: Schematic view of the 30 cm drift tube. In the center of the tube, a shielded
aluminum housing for a radioactive source is present, which is not used within
the context of this thesis [42] (edited).

the high voltage supply is attached to one end of the drift tube.

1it was originally designed to contain a 55Fe source
2originally designed for the L3 experiment at CERN. For more information see section 5.4.1



62 Chapter 5. Experimental setup

Figure 5.2: Photography of the setup of drift tube itself as well as the scintillators with
photomultiplier tubes acting as triggersystem

5.2 Gas system

The gas system must perform the tasks of providing a constant, low flow of drift gas
through the drift tube as well as a rough control of the gaspressure within the tube. The
pressure should be at atmospheric pressure, a monitoring of the pressure and temperature
is not present.

Figure 5.3: Experimental setup shown from above. The gas in- and outflow to the tube
as well as its HV supply can be seen.

The drift gas is supplied by a pressurized gas tank with an adjustable pressure reducer.
attached to it. Pressure reduced gas flows through an adjustable flowmeter to the drift
tube. Downstream the flowmeter the gas enters the drifttube on one side, the outflow is
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on the other side of the tube. The gas is bled out of the system through a bubbler, an oil
filled glas tube. The atmospheric pressure applies force on the oil’s surface such that only
an atmosphere exceeding pressure inside the tube is enabled to escape the bubbler. The
flowmeter is set to a low gas flow in order to enable the drift tube to compensate its inner
gas pressure with respect to atmospheric pressure. A too high inflow of gas might result
in an exceed in pressure since the tube has a limited capability of bleeding gas through
its closure by a bubbler. The gas tank with the attached pressure reducer is shown in
figure 5.4, the flowmeter as well as the gas systems closure with the bubbler are shown in
figure 5.5. For flushing a new gas mixture to the tube, a flow of approximately 5 l/h is
set. During normal operation, the flow is reduced to about 1 l/h.

Figure 5.4: System for reducing the gas pressure to order of few bars.
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Figure 5.5: Photography of the bubbler. An oil filled glas tube acting as pressure control
with coupling to atmospheric pressure. The atmospheric pressure presses onto
the oil’s surface, suppressing gas flowing out of the tube through the oil. So,
a self compensating pressure control is achieved, assuming the inflow of gas
to the tube is reasonable low. The inflow is controlled using the flowmeter,
mounted under the bubbler. A rotary knob adjusts the gas flow. For flushing
the drift tube with a new gas when changing the gas mixture, the flow is
adjusted to approximately 5 l/h.

5.3 Trigger

An electronic trigger is realized by two plastic scintillators, one set above, one below the
drift tube. Both scintillators are equipped with the same model of Photomoltiplier Tubes
(PMTs). A coincidence of both PMTs showing a signal within a short time frame is used
as trigger.

The scintillators are seperated by a distance of dscint = 15 cm from each other. They
are 3.7 cm wide and 30 cm long. They completely overlap the drift tube.

The measurements are performed using atmospheric muons as probe particles. A muon
traversing both scintillators must traverse the tube too for geometric reasons. The short
distance between both scintillators and the approximate speed of light of the muons refer
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to a muon time of flight of less than one nanosecond. This is lower than the time resolution
of the following electronics3. The signals of the two scintillators can be approximated as
instantanious. The PMTs are connected to the electronics with cables of equal length.
Given the fast signal development of scintillators and PMTs, the trigger signal will be
faster than the drift tube signal4. A delay, however, is not needed due to the ring buffer
of the Flash Analog to Digital Converter (FADC) that is used for signal readout.
First, the signals of the PMTs are discriminated to achieve NIM 5 logic signals with

adjustable length in time. The threshold voltage Uth is adjustable. The discriminated
logic signals of the two PMTs are passed to a logic unit &-circuitry. Its output is a NIM
logic signal showing a coincidence of both PMTs. The NIM logic signal is the trigger
signal.
As the scintillators are placed along the tube axis, covering the complete drift tube cross

section, edge effects at the tube’s ends cannot be neglected. About one tube diameter off
the end caps, the electric field in the tube does not remain radially symmetric. This may
result in higher drift times for muon tracks passing near the end caps. The effect due
to the angular acceptance of tracks deviated with respect to the tube’s longitudinal axis,
can be neglected. A track passing the tube entering on one end of the tube and escaping
it at the opposite, longitudinal end take about one nanosecond for that distance, which
is smaller than the time resolution of the FADC of 4 ns. Additionally, horizonal muons
are suppressed by their cos2(θ) distribution.

3For a list of used hardware, see chapter 5.4
4see section 3.3.4 for drift tube signal development
5Nuclear Instrumentation Modules - standard in nuclear experiments, logic signals are −800mV
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Figure 5.6: Schematic drawing of the experimental setup. The gas system is not shown.

5.4 Electronics

A Wenzel N 1130-4 H.V. Power Supply supplies the drift tube’s high voltage. It is offering
four high voltage channels of switchable polarity, supplying up to 6 kV at 0.5mA. The
accuracy is 10V. All logic signals are NIM standard, being −800mV for a high state and
0V for low. All voltage measurements are performed with a closure at Rin = 50 Ω.
A LeCroy Model 623 octal discriminator discriminates the PMT signals. The trigger

signal is produced by a coincidence of both discriminated PMT signals using the and logic
mode of a CAEN Mod. N405 3 Fold logic unit.

5.4.1 Amplification

The anode wire signals are too small to be displayable on an FADC, thus they have to be
amplified.The hybrid L3 differential amplifier [83, 71] is used in this setup. The amplifier’s
circuit layout is shown in figure A.1 on page 1036. The positive out of the amplifier is
headed to the readout electronics, the negative out is displayed on an oscilloscope. Note
that the positive out shows negative voltages, it is not inverted. A photo of an inverted
event is shown in figure 5.7.
The operating voltage Uop = 5V of the L3 amplifier is provided by a floating laboratory

power supply. The amplification is frequency dependent. Absolute measurements of the
gas amplification, could be performed, correcting this effect of the amplifier. In the context

6Thanks to Prof. Dr. Walter Schmidt-Parzefall for providing the layout
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of this thesis, no absolute gas amplification measurements are performed, only relative
measurements that are comparable with each other among different gas mixtures.

Figure 5.7: Photography of the display of an oscilloscope showing a triggered event. The
violet and green signals show the discriminated signals of the two PMTs, the
yellow displayed signal shows the coincidence of both PMTs and the signal
displayed in green shows the negative part of the differential signal from the
L3 amplifier, so a signal from the drift tube. Note the drift tube’s signal here is
positive, because the signal itself is a negative voltage, amplified and inverted
by the amplifier. The uninverted signal from the amplifier is transferred to
the FADC.

5.4.2 Analog to digital conversion

The conversion from analog voltages to digital data is performed by a programmable,
Flash Analog to Digital Converter (FADC ) model CAEN mod. V1720 as shown in figure
5.8. The FADC is connected to a PC, storing the acquired data and steering the FADC via
a CAEN mod. V1718 USB VME Bridge. It is operated at a sampling rate of 250MHz,
resulting in a time resolution of 4 ns per bin. The accepted range of input voltage is
[−6V; +6V] which is mapped with 12 bit resolution (4096 steps) [26]. The voltage, read
in arbitrary FADC units UADC, can be converted to a real voltage using:

U [V] =
12V
4096

UADC (5.1)

Chapter 5.6 describes the software used for FADC readout and data processing.
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Figure 5.8: Photography of the FADC CAEN mod. V1720 and the USB VME Bridge
CAEN mod. V1718.

5.5 Commissioning

The commissioning included several tasks. The drift tube that was chosen to work with
was not used for several years. During its downtime, it was not flooded with a gas to
protection the drift tube system against aging7. The first goal was the reproduction of
the well known spectrum of drift times using a gas mixture of 80% Ar and 20% of CO2.
In order to be able to perform this task, the commissioning of a gas system, electronic
readout and voltage supply as well as a trigger system was necessary.
When changing the drift gas mixture, the tube’s volume needs to be flushed several

times with the new drift gas mixture in order to ensure a pure drift gas mixture in the
drift tube. Especially at commissioning, a flooding of the tube is necessary to avoid
admixtures of water or oxygen, that lead to aging effects.

5.6 Software

The FADC was read using an open source software from [50]. The further processing
of the data was performed using a self-developed software that is also provided as open
source software at [40]. In comparison to earlier methods of drift time measurements,
software-based analysis of the raw voltage signals from the drift tube’s sense wire offers
the following opportunities of studies on the same dataset :

1. analyze the effect of different threshold voltages on the drift time spectrum

2. study afterpulses on large datasets

7see chapter 3.6.4
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3. study distributions of signal ends

4. ability to apply new analysis methods after data acquisition

The software is written in C++ using the ROOT framework [23] in major version 6,
strictly developed in object oriented design. It is as well using the openMP library for
multithreading, reducing the runtime for finding the drift time spectrum for a set of
triggered events. A class diagram in Unified Modeling Language (UML) can be found in
the appendix, figure B.1.
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6 Reproduction of known results
with 80% Ar and 20% CO2

In order to test the detector performance after commissioning, the first task is the repro-
duction of the drift time spectrum of the gas mixture 80% Ar and 20% CO2

1 which is well
known from the OPERA drift tubes. All measurements are performed using atmospheric
muons. 24 hours of data acquisition resulted in approximately 20000 triggered events.
The number of random trigger coincidences in that time was measured to about 400.
Note that all measurements that are presented in the following are performed with

a single drift tube, thus without the ability for tracking. This deprives the possibility
to precisely test the maximum drift time against a reconstructed track. Therefore, less
precise methods need to be applied and any absolute measures of time, especially error
estimations need to be read with care. When comparing results of different drift gas
mixtures later, these errors are expected to cancel out.

6.1 Voltage pulse shape

The measurements are performed with an FADC, recording the drift tube signal after
electronic amplification. An example pulse of a triggered event using a high voltage of
UHV = 2300 V is shown in figure 6.1. The typical features of a drift tube voltage pulse
can be seen: The signal height of a voltage pulse is proportional to the number of clusters
reaching the anode wire. Assuming a constant density of ionization clusters along the
particle track, for geometrical reasons, the number of ionization clusters reaching the
anode wire is larger for short drift times. Thus, the first pulse in one event is typically
the one with the highest voltage. Another effect which will be of use later in the analysis
is due to the electronic amplifier: On a timescale of few nanoseconds, when a signal is
amplified by the L3-amplifier, the baseline of the voltage is shifted upwards due to a
capacitor charging. This effect can be seen in figure 6.2, where the signal height is lower,
thus small variations are not as suppressed due to scaling of the plot.

1in the following Ar:CO2 80:20
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Figure 6.1: Voltage pulse shape. Multiple peaks, originating from multiple ionization
clusters can be seen.

pulse end time

threshold voltage

trigger position

drift time
voltage offset due to amplifier

Figure 6.2: Pulse shape for 80% Ar and 20% CO2 at UHV = 2300 V. Features such as the
drift time (green), threshold voltage (yellow) and voltage offset (red, right)
of the electronic amplifier can be seen. The position of the trigger signal on
the time axis is represented by a vertical, red line (left). The position is at
ttrigger = 160 ns for all measurements in the following. For further analysis,
this trigger offset is already subtracted.

6.2 Charge collection

The amount of electric charge Q in one pulse is proportional to the gas amplification. As
already described, due to effects of the electronic amplifier, no absolute gas amplification
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is measured. A measure proportional to the charge is the integral of a voltage pulse, since
the voltage is proportional to the current via Ohm’s law.

I(t) =
U(t)

R

The integral over the current yields the charge transported with the current as the fol-
lowing equation holds true:

I(t) =
dQ

dt

Hence, the integral over the voltage of a pulse is proportional to the charge. However, the
voltage is electronically amplified and not equal to the real charge in the drift tube. Plots
of the integrals of the pulses (figures 6.1 and 6.2) are shown in figure 6.3. Note that these
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Figure 6.3: Integrals of two voltage pulses for Ar:CO2 80:20 at UHV = 2300 V. Figure
6.3(a) shows the integral of the the pulse shown in figure 6.1, 6.3(b) corre-
sponds to 6.2. These show a minimum which can be explained with an effect
of the electronic amplifier that shifts the zero voltage to a positive voltage af-
ter the first voltage pulse. This is due to a capacitor in the amplifier charging
and results in a global minimum of the integral of one pulse.

plots show a minimum, which is due to the amplifier offsetting the voltage. Consequently,
after the voltage pulse in the tube, a low positive voltage is measured after the amplifier,
resulting in a rising integral after the pulse ended. The minimum position of the integral
of a pulse can therefore be a measure of the time that the pulse ended, which will later be
discussed. As within the context of this thesis, a specific effect of the electronic amplifier
is used, this effect can be mimicked in software by manually changing the zero voltage
level after finding the drift time.
The height of the minimum of a pulse integral is proportional to the charge in a pulse.

The distribution of integral minimum heights for Ar:CO2 80:20 is shown in figure 6.4.
The arithmetic mean of that distribution will be used as rough estimate of the gas am-
plification. The drift tube is known to be safely operable at this high voltage. Too high
amplification might lead to sparks damaging the tube.
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Figure 6.4: Distribution of integral minimum heights for Ar:CO2 80:20 at UHV = 2300 V.
This is used as a rough estimate for the gas amplification. For all other drift gas
mixtures, the high voltage is slowly raised until an oscilloscope shows signals
of the drift tube, when the PMTs trigger an event. Then, measurements for
approximately 24 hours are performed and the integral minimum distribution
is computed for this measurement. The arithmetic mean of this distribution
is then used as estimate for the gas amplification. If, for the new drift gas
mixture, the mean value is lower than for this reference gas, the high voltage
is tuned up by 50 V until the mean values are roughly the same. The aim of
this procedure is not to damage the tube due to too high gas amplification,
enabling sparks to occur, thus damaging the drift tube.

6.3 Drift time spectrum

From the signal pulse shapes recorded by the FADC, the drift time for each voltage pulse
is measured by looping over each bin of the FADC data and checking whether the chosen
threshold of Uth = −146 mV is exceeded (see figure 6.2). The number of the first bin
fulfilling this condition is then multiplied with the time scale of the ADC bins (4 ns) and
returned, the iteration is stopped. If the threshold has not been exceeded after checking
the last bin in an event, a negative drift time is returned to indicate events that were
triggered but no drift tube signal was found. A flow chart of the algorithm is show in
figure 6.5. The amount of events with positive drift times over the total number of events
is used to determine the efficiency of the drift tube. Note that the threshold can be
arbitrarily chosen within the software and may thus be changed for later analysis.
The drift time spectrum, obtained utilizing the method described above is shown in

figure 6.6. Threshold voltages lower than Uth = −146 mV had no significant effect on
the shape of the drift time spectrum but just lowered the efficiency. On the other hand,
threshold voltages higher than −146 mV, showed errors in the computation of the drift
time spectrum. Examplary drift time spectra with Uth = −29 mV and Uth = −234 mV
are shown in figure 6.7. For a detailed description of possible error sources, see chapter
6.8.
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Figure 6.5: Flow chart of the algorithm for determining the drift time
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Figure 6.6: Measured drift time spectrum for 80% Ar and 20% CO2 at UHV = 2300 V
with a threshold of Uth = −146 mV. This drift time spectrum is compatible
with previous results using the same type of drift tube with the same gas
mixture. It does not show the shoulder, a common feature which describes a
cutoff for high drift times at the tube’s wall. This is due to edge effects, as the
scintillators, acting as trigger overlap the whole drift tube, which is relatively
short. Thus, edge effects, resulting in deviations of radial symmetry of the
electric field, cannot be neglected.
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Figure 6.7: Drift time spectra of Ar:CO2 80:20 at UHV = 2300 V with different threshold
voltages for the drift time reconstruction. A logarithmic scale is chosen to
emphasize single counts for higher drift times. The upper one is computed with
a smaller threshold of Uth = −29 mV (note that a smaller threshold means
higher voltage), the lower one with a larger threshold of Uth = −234 mV.
A smaller threshold shows more bias at the end of the drift time spectrum.
Larger thresholds, on the other hand, do not enhance the quality of the drift
time spectrum while reducing the overall efficiency. A threshold of Uth =
−146 mV was found as good compromise between bias and efficiency.

6.4 Signal end distribution and maximum drift time

Two different methods are presented for determining the maximum drift time (D1,D2).
Additionally, two methods to find the end position of a voltage pulse are discussed
(V1,V2). A correlation of the ends of voltage pulses with the maximum drift time is
investigated. The goal was to determine robust methods for finding the maximum drift
time, corresponding to a particle passing the drift tube near the cathode wall. In partic-
ular, the following methods are introduced:

D1. Fitting a linear function to the end of the drift time spectrum and finding the root
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of the linear function.

D2. Finding the time tmax, where a fraction of 99.95% of events are included when
integrating the drift time spectrum up to that time.

V1. Finding the last bin of the FADC voltage pulses exceeding a threshold voltage Uth.
(Further-on called pulse end.)

V2. Finding the position of the minimum of the pulse integral. (Called integral minimum
position.)

6.4.1 Linear fit to the end of the drift time spectrum

The maximum drift time can be found by fitting a linear function to the end of the drift
time spectrum. Examples of a linear fit are shown in figure 6.8. By finding the root of
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Figure 6.8: Analysis of the maximum drift time by fitting a linear function to the end of
the drift time spectrum. This a logarithmic plot for better visibility.

the linear function fitted to the end of the drift time spectrum, the end of the drift time
spectrum was determined to be

tmax = (1565± 302)ns. (6.1)

The fit was performed in a range around the first bin with zero entries t0 of [0.8t0, 1.2t0].
The error was calculated using Gaussian propagation of errors on the errors of the fitted
parameters. Note that this method shows a large error (≈ 20%). A linear function does
not describe the end of the drift time spectrum and is performed in a range with few
entries, thus low statistics. However, this does provide an estimate of the maximum drift
time. The error is expected to be a massive over-estimation and should not be taken too
seriously since it is calculated from the parameters of a fit that does not describe the real
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behavior. An absolute measure of the maximum drift time should be obtained in a setup
suited for tracking in future research.

6.4.2 Integrating the drift time spectrum

This method defines a time tend as the bin in the drift time spectrum up to which 99.95%

of events are integrated. Thus, the time tend is defined via equation 6.2:

tend∫
0

dN

dt′
dt′ = 0.9995Nevents (6.2)

This method results in a fixed time close to the maximum drift time achieved with a linear
fit but is easily automizable. Following equation 3.21, given the rt-relation, this tend can
be found by finding the first bin in the rt-relation, where the drift radius exceeds 99.95%

of the drift tube’s inner radius. This method results in a maximum drift time of

tend = 1584 ns

Here, no error is given since this is defined time near the maximum drift time. Note
that this is an empirical method without physical motivation. However, this is easily
automizable. It is used for the following:

1. Computing the slope of a linear function to check for linearity of the rt-relation (see
chapter 6.5)

2. Definition of a time after which a pulse exceeding a threshold voltage is counted as
afterpulse

Even though this is an empirical method, it seems reasonable. The value found is well
within the error from the fitting method. Additionally, the deviation from the value
computed using the fit is well below the systematic error, that is described in chapter 6.8.

6.4.3 Pulse end

First, in analogy to finding the drift time, the last bin where a given threshold was
excceeded, is found by looping over all bins for each triggered event. The distribution of
signal ends using this method with a threshold of −146mV is shown in figure 6.9.
When setting the threshold to 0V, the distribution peaks at the maximum drift time, as

shown in figure 6.10, On the other hand, this method is sensitive to bias and afterpulses.
Thus, the maximum recordable time of the FADC is with a high frequency. The peak
near the maximum drift time is an over-estimation, since the drift time corresponds to
the falling slope of a pulse whereas this method finds the rising slope. The second peak
in figure 6.10 is due to bias. For events with small signal heights, the capacitor in the
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Figure 6.9: Voltage pulse end distribution obtained by finding the last bin, where a thresh-
old of Uth = −146mV is undershot.
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Figure 6.10: Distribution of voltage pulse ends by finding the last bin, where the threshold
voltage Uth = 0V is undershot. This peaks at the maximum drift time but is
not robust to late pulses. It does often find the maximum recordable time of
the FADC. The second peak is due a capacitor in the amplifier. For smaller
pulses the voltage offset is small, thus a voltage of zero can be reached within
the record time of the FADC. For those pulses, bias is counted and a bin at
the end of the FADC record is found.

amplifier is less charged than for higher events. Thus, durings its discharge after the
pulse, the voltage reaches zero within the record time of the FADC. Therefore, for small
pulses, this method frequently finds bias, which results in the peak at the end of the
FADC record.
The broad distribution with higher thresholds can be understood due to the statistical

character of the pulse heights.

6.4.4 Integral minimum position

The distribution of signal ends calculated by finding the integral minimum position is
shown in figure 6.11. This method is expected to find the time, where the threshold
Uth = 0V is overshot for the first time. Only larger pulses after that first overshooting
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Figure 6.11: Signal end found using the timeposition of the integral minimum. This shows
a broad distribution with a peak near the maximum drift time.

have sufficient contributions to the integral to shift its global minimum to later times2.
This can be seen, when comparing figures 6.1 and 6.3(a). Here, small pulses after the first
time overshot of the threshold 0V are not sufficient to shift the global minimum. Thus,
this method is more robust against afterpulses and bias.
This distribution is comparable to the results obtained in figure 6.9. However, this

peaks near the maximum drift time. The distribution of pulses is random, however, the
first time, a threshold of 0V can be undershot can be at last at the maximum drift time.
This way, the peak at the end can be understood.

6.4.5 Correlation between signal end finding methods

The above-mentioned methods to find the signal end should result in similar results.
Figure 6.12 shows a correlation plot of the pulse end (at Uth = −146mV) and the integral
minimum position methods to find the signal end. The color-scale indicates the number of
events at a specific point in the plot. They show a correlation, stating that both methods
yield comparable results. The same plot, comparing the integral minimum time with the
pulse end time at a threshold of Uth = −0mV is shown in figure 6.13. Here, a peak at the
maximum drift time is present. Ideally, both methods should result in the maximum drift
time. As stated above, the integral minimum method typically finds the first time, where
the voltage drops to zero and small pulses after that time don’t shift the global minimum.
On the other hand, the pulse end method finds the last time, the voltage drops to zero.
Due to the long maximum drift time, the pulses from different clusters are distinguishable
(see fig. 6.1). For geometrical reasons, later clusters typically have smaller signal heights.
As the integral minimum method is more sensitive to larger pulses, its distribution is
wider for this gas mixture. On the other hand, it is less sensitive to bias or afterpulses
and does not show entries after the maximum drift time.

2because than the voltage is shifted to small positive values and the integral rises again
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Figure 6.12: Correlation between the signal end found by finding the last bin containing
a voltage lower than a threshold of Uth = −146mV and the time, where the
integrated voltage pulse has its minimum.

pulse end time [ns]
0 200 400 600 800 1000 1200 1400 1600 1800

in
te

gr
al

 m
in

im
um

 ti
m

e 
[n

s]

0

500

1000

1500

2000

0

100

200

300

400

500

600

700

800

900
Correlation pulse end vs. integral minimum

Figure 6.13: Correlation between the signal end with Uth = −0mV and the integral
minimum.

6.5 rt-relation

By integrating the drift time spectrum and proper scaling, the rt-relation can be calcu-
lated, as described in equation (3.21), the result is shown in figure 6.14. This rt-relation
is non-linear. A more linear rt-relation is benefitial, as the drift velocity then becomes
independent on the electric field and less negative effects on the spatial resolution of a
drift tube setup are present.
In order to check the linearity, a linear function f(t) = at is introduced. Here, a = rtube

tmax

is the slope needed for a linear function from r = 0 to r = rtube. A plot of the linear
function f(t) and the rt-relation is shown in figure 6.15. The linear function depends on
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Figure 6.14: rt-relation for Ar:CO2 80:20. The rt-relation is computed with equation
(3.21) by integrating the drift time spectrum. Note that the rt-relation is
non-linear and converges to a maximum radius of r = rtube = 18.15 mm.

the maximum drift time. Here, the time tmax is determined using the method described
in chapter 6.4.2. A measure for the linearity of the rt-relation is achieved by performing a

Figure 6.15: rt-relation for Ar:CO2 80:20 with a linear function (red) that shared the
start and endpoint of the rt-relation. The drift radius axis is subdivided
into 181 bins of 100µm width, on each of those bins, the difference between
the linear function and the actual rt-relation (green) is calculated and di-
vided by the drift time, this event would have considering a linear rt-relation
(green + blue). Not all bins are shown in this illustration.

χ2-test with the zero-hypothesis of a linear behavior. For that purpose, the radius axis is
subdivided into bins of 100µm width. Now, the sum of squared differences for the inverse
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functions t(r) and f−1(r) is computed as shown in equation (6.3).

χ2 =
∑
r

(f−1(r)− t(r))2

t(r)
(6.3)

An illustration of the method to calculate the deviation from linearity of the rt-relation
is shown in figure 6.15
The χ2 is then divided by the number of degrees of freedom (ndf), which, due the

binning of the radius axis, is 181. The test results in a value

χ2

ndf
= 401.21 (6.4)

6.6 Efficiency

The efficiency η can be calculated following equation (3.22). The number of triggered
events is shown as the number of entries in figure 6.6. The number of events, where no
drift time was found is given as the number of underflow events. The difference then is
the number events, detected by the drift tube.
The efficiency can now be calculated to:

η =
17096− 1064

17096
≈ 0.937± 0.002 (6.5)

Again, for future research with an experimental setup suited for tracking, more detailed
studies on the efficiency can be performed. For example, the efficiency as a function of
the tube’s radius could then be analyzed.

6.7 Afterpulses

In order to have a quantitive measure of the probability for afterpulsing, a criteria for
an afterpulse needs to be defined. Here, an afterpulse is counted if the threshold voltage
Uth = −146 mV is undershot after the maximum drift time. The detection of afterpulses
heavily depends on precise knowledge of the maximum drift time. The before-mentioned
method of finding the maximum drift time by fitting a linear function to the end of the
drift time spectrum, showed large errors. The probability Pa for an afterpulse is computed
via:

Pa =
Nafterpulses

Nevents
(6.6)

Assuming a Poissonian distribution of afterpulses, the error σPa is calculated as shown in
(6.7).

σPa =

√
Nafterpulses

N2
events

+
N2

afterpulsesNevents

N4
events

(6.7)
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For this drift gas mixture, a probability for afterpulsing of

Pa = (0.20± 0.04)%

was computed.

6.8 Discussion of errors

Multiple systematic errors are present in the presented measurements. Concerning the
drift tube itself, due to its short length and complete trigger area coverage, edge effects
reducing the electric field strength near the end caps of the drift tube, can not be neglected.
An analysis of the drift time spectrum with the scintillators covering only a small part of
the drift tube in its center, is shown in figure 6.16. However, this scintillator setup was
not used for practical reasons, as it leads to significantly lower trigger efficiency, resulting
in the need for an ineligibly long data acquisition.
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Figure 6.16: Drift time spectrum for Ar:CO2 80:20 with the scintillators just covering a
small part in the center of the drift tube along its whole diameter. With
this setup, edge effects, reducing the effective field strength along the tube’s
radius, can be neglected. This drift time spectrum shows the well known
shoulder. Therefore it is shown than edge effects are a major contribution to
the systematic error in all other measurements. Due to the limited amount
of time available for measurements, the before-mentioned trigger setup with
edge effects contributing is chosen since, using this setup, the efficiency is
unsuitably low. This results in the need for too long data acquisition.

The drift time spectrum, shown in figure 6.16 shows a smaller maximum drift time
compared to the one shown before. It can be assumed, that this offset is present in
all further measurements. Thus any maximum drift time presented in the following is
expected to be an over-estimation. However, as all measurements are performed using
the same test setup, these offsets cancel out when comparing the measurements with each
other.
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This spectrum, which is computed at the same threshold voltage as before, has a rel-
atively high rate of counts after the shoulder. A possible explanation of that feature
is that the scintillators are placed over the housing for a radioactive source, thus in a
region, where a significant charge was deposited on the sense wire. This might have re-
sulted in higher influence of aging effects in that region, which needs to be investigated
in further research. The drift time spectrum is computed using a threshold voltage of
Uth = −146 mV. As lower values do not influence the shape, but only the efficiency of
the drift time spectrum, higher values lead to distortions. This can be described with
an electromagnetic bias coupling into the signal cables. The laboratory does not provide
electromagnetic shielding and is situated just a few meters off the PETRA synchrotron,
which is considered to be a source of electromagnetic bias.
An estimation of the systematic error can be achieved by dividing the drift time spec-

trum with the scintillators at the tube’s center by the drift time spectrum described
earlier. A plot of the resulting spectrum is shown in figure 6.17. The range in that the
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Figure 6.17: An estimate of the systematic error by dividing the spectrum shown in figure
6.16 by the one shown in 6.6. The range, where the first one is a factor 5
larger than the latter spectrum is indicated with the red line.

distribution differ by a factor 5 is 480 ns long. The drop for drift times greater than
1400 ns is a numerical error. If one of the two spectra has zero entries for a bin, zero
is found, which is an error. It is expected, that the distribution shown in figure 6.17 is
wider than shown here, resulting in an even larger systematic error.
Another source of errors is the electronic amplifier. For future research, additional

measurements using a voltage-amplifier should be used. Additionally, the amplifier shows
saturation for large pulses3. This contributes to an error of the gas amplification.

3shown in chapter 7.1
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7 Studies with different drift gas
mixtures

Using the methods described in the previous chapter, a set of different drift gas mixtures is
studied. Among those drift gas mixtures, two mixtures of Argon and Carbondioxide and
four mixtures that have additional admixtures of Nitrogen are investigated. In particular,
the following drift gas mixtures are studied:

1. Ar:CO2 90:10

2. Ar:CO2 93:7

3. Ar:CO2:N2 96:2.5:1.5

4. Ar:CO2:N2 96:3:1

5. Ar:CO2:N2 96:3.5:0.5

6. Ar:CO2:N2 97:2:1

The examination of those drift gas mixtures is motivated by results, described in [79], for
the Monitored-Drift-Tubes of the muon spectrometer of the ATLAS experiment. There,
drift gas mixtures with admixtures of Nitrogen of approximately 1% showed a short max-
imum drift time as well as a linear rt-relation. The drift tubes of the ATLAS experiment,
however, are operated at a pressure of 3 bar, it must be tested if the results achieved in
[79] can be reproduced at an atmospheric pressure.

7.1 Gas amplification

With too high gas amplification, the drift tube can be damaged due to sparks. It is
not known, how high the gas amplification for the new drift gas mixtures. For security
reasons, the high voltage is slowly raised from a safe voltage. The gas amplification is
not measured in absolute units, as described above. However, as every gas mixture is
studied using the same experimental setup and conditions, a relative measurement of
the gas amplification is sufficient. A measure for the gas amplification is the charge in
a voltage pulse, which can be determined by integrating the current on the signal wire.
As no absolute measure is needed here, the voltage pulses are integrated, their average
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minimum height is being compared to the corresponding value for the known gas mixture
of Ar:CO2 80:20. For each tested drift gas mixture, after flooding the tube for a sufficient
amount of time, the high voltage is slowly raised, monitoring the drift tube’s signals with
an oscilloscope. When pulses become visible on the oscilloscope screen the high voltage
is fixed and a measurement using the FADC for 24 hours is performed. When analyzing
the data, the average minimum height of the integrated voltage pulses is now compared
to that of the reference gas Ar:CO2 80:20. If the latter one is higher, the high voltage is
raised and the measurement is repeated.
Any results presented in the following text is computed for a gas amplification compa-

rable to that of Ar:CO2 80:20 at UHV = 2300 V. No studies on the dependence of high
voltage are performed. In the following, the amplification of the gas mixture Ar:CO2:N2

97:2:1 is about 20% lower than any other presented gas mixture. This is due to the high
pulses of that gas mixture, where the amplifier saturates. An example of a pulse with
saturation of the amplifier is shown in figure 7.1.
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Figure 7.1: Example of an event with amplifier saturation. This is a voltage pulse for
Ar:CO2:N2 97:2:1. When a high number of events has sufficiently high pulses
to result in amplifier saturation, the integral results in wrong values. Thus,
the amplification is under-estimated. Therefore, for this special gas mixture,
a lower high voltage was chosen for security reasons.

7.2 Spectra of drift times with different gases

Using the method described in chapter 6.3, for each studied drift gas mixture, drift time
spectra were calculated. For better comparability, the scaling on the time axis will be the
same as for Ar:CO2 80:20 for each shown gas. The drift time spectra of all tested drift gas
mixtures are shown in figure 7.2. Here, in order to maintain comparability, the scaling is
the same as for the reference gas Ar:CO2 80:20. The shapes of the drift time spectra do
not differ largely with the applied high voltage. Only the drift time spectra are shown,
where the gas amplification is comparable to that of the reference gas.
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Figure 7.2: Drift time spectra for different drift gas mixtures. For each drift gas mixture,
the spectrum for only one high voltage is shown. The shape of the drift time
spectrum does not change significantly with the applied high voltage. The
maximum drift time, however, is expected to decrease with increasing high
voltage.

7.2.1 Maximum drift time

The maximum drift time, in order to maintain comparability between different drift gas
mixtures, is again computed using a linear fit to the end of the drift time spectrum.
Finding the root of the fit results in the maximum drift time tdrift,max. Its error is calculated
using the Gaussian propagation of errors. An example of a linear fit to the end of the
drift time spectrum for the gas mixture Ar:CO2:N2 96:2.5:1.5 is shown in figure 7.3. The
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Figure 7.3: Linear fit (red) to the end of the drift time spectrum of Ar:CO2:N2 96:2.5:1.5.

results a summarized in table 7.1.

Table 7.1: Maximum drift times as computed using two methods. The time tdrift,max is
found by fitting a linear function to the signal end and calculating its root . The
error is computed using the Gaussian propagation of errors (3.23). The time
tmax,int is computed using an empirical method, using the integration method
described in chapter 6.4.2. Note that these methods result in comparable times,
due to its empirical definition, an error estimation would not be meaningful.

Ar (%vol) CO2 (%vol) N2 (%vol) UHV (V) tdrift,max (ns) σtdrift,max (ns) tmax,int (ns)
90 10 0 2100 1168 200 1112
93 7 0 2000 756 90 820
96 2.5 1.5 1930 717 61 648
96 3 1 1950 635 51 628
96 3.5 0.5 1970 694 67 624
97 2 1 1800 661 64 584

7.3 Signal end distributions

For the tested drift gas mixtures with admixtures of Nitrogen, the positions of the pulse
end and the integral minimum show a different behavior than what was described for the
reference gas, Ar:CO2 80:20. Here, both distribution show a peak near the maximum drift
time, correlation plots for Ar:CO2:N2 96:3:1 are shown in figure 7.4. The threshold voltage
for the pulse end method is −146mV. The different behaviour compared to the reference
gas can be understood with the lower amount of CO2 in the gas. In the low electric field
at the cathode, electrons from ionizations are slowly accelerated. The electronegative
CO2 has enough time here to capture free electrons. A lower amount of CO2 leads to
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(a) pulse end and integral minimum
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(b) pulse end and drift time
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(c) integral minimum and drift time

Figure 7.4: Correlation between pulse end and integral minimum for Ar:CO2:N2 96:3:1.
This shows a significant difference from the corresponding plot for Ar:CO2 drift
gas mixtures, as for gas mixtures with additions of Nitrogen, both of these
measures for the signal end correspond the maximum drift time, independent
of the measured drift time for a specific event.

higher pulses from clusters at the cathode and the integral minimum method becomes
more effective. This is shown in figure 7.6, where correlations of both methods to the
maximum drift time are shown for decreasing amounts of CO2 in the drift gas mixture.
In addition, due to the faster signal development, the signals of different clusters overlap
each other. Thus, for a typical pulse the voltage does only drop to zero once per event
Two examples of voltage pulses with a gas mixture of Ar:CO2:N2 96:3:1 at a high voltage
of 1950V are shown in figure 7.5. Therefore, both methods result in the same time.
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(a) Voltage pulse of event with short drift time
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(b) Voltage pulse of event with long drift time

Figure 7.5: Representative voltage pulses for Ar:CO2:N2 96:3:1 at UHV = 1950V. These
show a difference to the reference gas. The single pulses due to different
clusters overlap and only pulse can be seen.

Both methods over-estimate the maximum drift time, as the drift time corresponds to
the falling edge of a pulse and both of these methods correspond to the rising edge of a
pulse.
This hints to a possbible method for triggerless readout of drift tube detectors1.

1for a more detailed study of this topic see [74]
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(a) drift time vs. pulse end for Ar:CO2 90:10
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(b) drift time vs. integral for Ar:CO2 90:10
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(c) drift time vs. pulse end for Ar:CO2 93:7
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(d) drift time vs. integral for Ar:CO2 93:7
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(e) drift time vs. pulse end for Ar:CO2:N2 97:2:1
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(f) drift time vs. integral for Ar:CO2:N2 97:2:1

Figure 7.6: Correlation between drift time and signal end for decreasing amounts of CO2

admixtures to the drift gas mixture. For each gas mixture, the signal end is
found by the pulse end method (left column) at Uth = −146mV and integral
minimum (right column). For Ar:CO2 90:10 the pulse end method (7.6(a))
shows a different behavior than all other displayed gas mixtures, as the proba-
bility for clusters near the cathode wall is lower here, than for higher amounts
of Argon.

7.4 rt-relations

The rt-relations for the drift gas mixtures shown in figure 7.2 are computed using (3.21).
How the rt-relation is achieved is described in chapter 6.5. Figure 7.7 shows the rt-
relations for all tested drift gas mixtures.
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(a) Ar:CO2 90:10
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(b) Ar:CO2 93:7
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(c) Ar:CO2:N2 96:3:1
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(d) Ar:CO2:N2 96:3.5:0.5
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(e) Ar:CO2:N2 96:2.5:1.5
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(f) Ar:CO2:N2 97:2:1

Figure 7.7: rt-relations for different drift gas mixtures. The rt-relations are computed
using equation (3.21) by integrating the drift time spectra shown in figure 7.2,
each plotted in the same scale.

7.4.1 rt-relation linearity

The linearity of the tested drift gas mixtures’ rt-relations is computed with the χ2-test as
described in chapter 6.5. It can be seen that the drift gas mixtures containing Nitrogen are
more linear than mixtures without Nitrogen. The most linear and fast mixture identified
is Ar:CO2:N2 97:2:1. The drift gas mixture Ar:CO2:N2 96:3:1 showed good values for
maximum drift time as well as linearity.
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Table 7.2: Linearity of the rt-relations for different drift gas mixtures tested with a χ2-test.
Values closer to 1 represent most linear rt-relations.

Ar (%vol) CO2 (%vol) N2 (%vol) χ2/ndf
80 20 0 401.21
90 10 0 250.925
93 7 0 158.478
96 2.5 1.5 89.8397
96 3 1 58.8447
96 3.5 0.5 59.7528
97 2 1 26.8119

7.5 Detection efficiency

The detection efficiency is calculated using equation (3.22) for every tested drift gas
mixture and every high voltage applied to the sense wire for a specific drift gas mixture.
The result is plotted in figure 7.8. Note that the drift gas mixture Ar:CO2:N2 96:2.5:1.5 is
not included. During the measurements with that mixture, due to a false adjustment of
the gas flow, the gas supply ran out, dramatically influencing the measured efficiency. The
detected events were sufficient, however, in order to determine the drift time spectrum
for this gas mixture. Note that all drift gases offer detection efficiency comparable to the
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Figure 7.8: Efficiency for different gas mixtures depending on the high voltage applied to
the sense wire
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efficiency of the mixture used as reference. The efficiency, however, is lower than expected
for a drift tube detector. Possible explanations for this observation are aging effects, as
the drift tube was stored without being filled with a protection gas for a long time. In
addition, the threshold voltage of the PMTs in used for triggering was not optimized for
efficiency. Further studies on maximum achievable efficiency are recommended. In earlier
experiments using OPERA-type drift tubes, a higher efficiency was measured for Ar:CO2

80:20 at atmospheric pressure. The efficciecies presented here thus can be expected to be
an under-estimation. The efficiencies for all drift gas mixtures except Ar:CO2:N2 with a
gas gain comparable to that of the reference measurement are summarized in table 7.3.

Table 7.3: Detection efficiency for different drift gas mixtures.
Ar CO2 N2 η

80 20 0 0.937± 0.002

90 10 0 0.949± 0.002

93 7 0 0.928± 0.002

96 3 1 0.930± 0.001

96 3.5 1.5 0.928± 0.001

97 2 1 0.92± 0.002

7.6 Afterpulsing studies

Afterpulses are being counted for every triggered event using an algorithm similar to
finding the drift time. Multiple afterpulses per event are allowed. As it showed for every
tested drift gas mixture, events with multiple afterpulses are very rare.

Table 7.4: Probability Pafterpulse for afterpulses for different drift gas mixtures. An after-
pulse is counted, if the threshold voltage Uth = −146 mV is undershot after
the maximum drift time tmax. The maximum drift time is computed using
the method described in chapter 6.4.2. The error σPafterpulse is computed using
equation 6.7.

Ar (%vol.) CO2 (%vol.) N2 (%vol.) tmax (ns) Pafterpulse (%) σPafterpulse (%)
80 20 0 1584 0.20 0.03
90 10 0 1112 0.30 0.04
93 7 0 820 1.35 0.08
96 2.5 1.5 648 2.11 0.06
96 3 1 628 0.83 0.03
96 3.5 0.5 624 4.58 0.08
97 2 1 584 8.30 0.10
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The drift gas mixture Ar:CO2:N2 97:2:1, which is fast and linear shows a significantly
higher probability for afterpulses than all other tested drift gas mixtures. Among the other
tested drift gas mixtures containing admixtures of Nitrogen, the mixture Ar:CO2:N2 96:3:1
shows the lowest probability while being fast and with a good linearity as well. Conse-
quently, this drift gas mixture seems the most promising candidate.

7.7 Performance of Ar:CO2:N2 96:3:1

The most promising drift gas mixture for future experiments using drift tubes from the
OPERA experiment is Ar:CO2:N2 96:3:1. For this mixture, a more detailed look at the
signal ends is given. Figure 7.9 shows the distribution of signal end positions found by
using the position of the minimum of the pulse integrals. This shows, that this gas mixture
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Figure 7.9: Distribution of integral minimum position for Ar:CO2:N2 96:3:1. This distri-
bution seems not to follow a Gaussian distribution.

might be suitable for a triggerless readout as the pulse ends correspond to the maximum
drift time.
The distribution of pulse ends by finding the last filled bin, exceeding a threshold voltage

of −146 mV is shown in figure 7.10. While this is robust against bias due to the high
threshold, it has a larger error on the maximum drift time. The pulse end method applied
with a threshold of zero is shown in figure 7.11. This method shows a large second peak,
which is again due to bias. Summarizing these results, the pulse end method can be used
with higher thresholds than for the reference gas. The integral minimum position method
remains more robust to bias and afterpulses.
The distribution of integral minimum positions as shown in figure 7.9 has an arithmetic

mean of 600ns and an RMS of 52 ns. This is again an estimate of the maximum drift time
for this gas mixture and might hint to the ability for triggerless readout. This is studied
in [74].
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Figure 7.10: Distribution of pulse ends for Ar:CO2:N2 96:3:1 achieved by finding the last
time, a threshold voltage of −146mV is exceeded.
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Figure 7.11: Pulse end distribution for Ar:CO2:N2 96:3:1 with Uth = 0mV. The first peak
looks similar to the peak obtained with the integral minimum method. The
second peak due to bias is much higher than for the reference gas. This can
be understood with the short maximum drift time of this gas mixture. The
capictor in the amplifier can discharge for most events as the FADC record
time is long enough. When the amplitude of the bias is larger than the
voltage offset due to the capacitor, bias is counted at the end of the FADC
record.

7.8 Summary

Different drift gas mixtures were studied regarding their maximum drift time, the lin-
earity of their rt-relation and the probability of afterpulses. Table 7.5 summarizes the
experimental results. A good candidate for a linear and fast drift gas mixture with a low
probability for afterpulsing is Ar:CO2:N2 96:3:1.
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Table 7.5: Summary of the experimental results. tdrift,max,fit is the maximum drift time
computed by a linear fit to the end of the drift time spectrum as described in
chapter 6.4.1, tdrift,max,int is the time, after which a pulse is counted as afterpulse.
The empirical method of obtaining that time is described in 6.4.2.

Ar CO2 N2 UHV (V) tdrift,max,fit (ns) tdrift,max,int (ns) Pafterpulse (%) χ2/ndf
80 20 0 2300 1565± 302 1584 0.20± 0.03 401.21

90 10 0 2100 1168± 200 1112 0.30± 0.04 250.925

93 7 0 2000 756± 90 820 1.35± 0.08 158.478

96 2.5 1.5 1930 717± 61 648 2.11± 0.06 89.8397

96 3 1 1950 635± 51 628 0.83± 0.03 58.8447

96 3.5 0.5 1970 694± 67 624 4.58± 0.08 59.7528

97 2 1 1800 661± 64 584 8.30± 0.10 26.8119
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8 Conclusion and outlook

In this thesis, drift gas mixtures containing Argon, Carbon dioxide and Nitrogen were
studied at atmospheric pressure regarding their maximum drift time as well as their rt-
relation, especially its linearity. For that purpose, in a test setup of one shortened OPERA
drift tube, the electronically amplified voltage signal on the sense wire was measured using
a FADC and then analyzed. First a well-known drift gas mixture of Ar:CO2 80:20 was
examined. All subsequently tested drift gas mixtures were then compared to this reference
gas. A maximum drift time of

trefdrift,max = (1565± 302) ns

was found. This is compatible with results found in earlier experiments using drift tubes
of the same type and the same drift gas mixture. The large uncertainty can be explained
with the scintillators, used as external trigger, covering the whole area of the drift tube,
thus edge effects near the tube’s ends cannot be neglected. The rt-relation was calculated
and tested for its linearity using a χ2-test. It shows a χ2/ndf = 401.21, which is a
significant deviation from linearity.

Additionally, methods for finding the end of a voltage pulse as well as the maximum
drift time were studied. Two methods in particular were investigated giving the end of a
voltage pulse. However, in the case of Ar:CO2 80:20, due to the low primary ionization
density, both of those methods do not correlate with the maximum drift time.

Motivated by simulations of different drift gas mixtures, as well as the results of mea-
surements presented in [79], several drift gas mixtures were studied. Among those are
different mixing ratios of Argon and Carbon dioxide as well as drift gas mixtures of the
two before-mentioned gases with admixtures of 0.5% − 1.5% Nitrogen. Those hat previ-
ously been found to be fast and linear at a pressure of 3 bar, it was unknown, if these
results applied to atmospheric pressure, as planned for the operation of the drift tubes
for the SHiP muon magnetic spectrometer.

By studying drift gas mixtures with Argon and Carbon dioxide in the mixing ratios
90:10 and 93:7, it was found that, due to the rising primary ionization density, the voltage
pulse end begins to correlate with the maximum drift time. Using drift gases containing
about 1% N2, a significantly lower maximum drift time and more linear behavior could
be attained. The most promising drift gas mixture identified is Ar:CO2:N2 96:3:1. Here,
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a maximum drift time of
tdrift,max = (635± 51) ns

was found, which is a decrease to about 40% of the reference gas. Again, the linearity of
the rt-relation was tested by a χ2-test, which results in

χ2

ndf
= 58.8447,

showing a significantly more linear behavior. Both the probability for afterpulses of
Pa = (0.83 ± 0.03) % and the efficiency η = 0.930 ± 0.001 are comparable with those of
the reference gas. Any further reduction of the CO2 fraction would lead to an unsuitably
increase of the afterpulsing probability. Studies on aging for that drift gas mixture were
performed in [72], where no aging indications were found under high irradiation.
For future experiments, the most promising drift gas mixtures, and most importantly

the mixture Ar:CO2:N2 96:3:1, should be tested in a setup allowing a track reconstruction.
The spatial resolution that can be achieved with these new drift gas mixtures needs to be
studied. Additionally, longer drift tubes would be preferable so that edge effects become
neglegible. The test setup for the OPERA High Precision Tracker at the University of
Hamburg thus seems a reasonable choice for future research. It consists of OPERA-type
drift tubes with a length of 8 m, arranged in four modules. One of these modules could
be filled with the new drift gas mixture, enabling to check the spatial resolution against
that of a reference gas. Furthermore, the drift time spectrum’s dependence on the high
voltage should be analyzed in more detail.



A Electronics

Figure A.1: Circuit layout of the L3-Amplifier [71]. It is a differential amplifier, originally
designed for the L3 experiment at CERN [83]
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B Software

Figure B.1: UML class diagram of the software used for data processing and analysis.
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