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Abstract

The aim of the COBRA experiment is the search for neutrirolsuble beta decay using
CdZnTe semiconductor detectors. A background rate in ttheraf 102 counts per keV, kg and
year is intended in order to be sensitive to a half-life lathan 13° years. Measurements from
a demonstrator set-up and Monte Carlo simulations inditaiea large background component
is due to alpha particles. These generate charge cloudslpffem um in diameter in the
detector, leading to characteristic pulse features.

Parameter-based cut criteria were developed to discrimialpha events by means of their
pulse shapes. The cuts were tested on data from alpha anidrbdtation of a (1x 1 x 1) cn?
CdznTe detector with coplanar grid. The pulse shapes ofvalhtesignals were read out by
FADCs with a sampling rate of 100 MHz. It was possible to redtie alphas to 20 % while
nearly 60 % of the betas survived for 2 MeV particles. Theltesmere reproduced well by a
detector simulation which hence was used to study the cetfergies up to 3 MeV andftierent
detector regions. The simulations show an enhanced cuirpgathce towards the anode plane
and for higher energies. Assuming a uniformly distributggha contamination, the COBRA
half-life sensitivity could be increased by (#324) %. For a surface-only contamination, the
gain is predicted to be (32 19) %.

The applied detector simulation is a tool designed for COBRAhe course of this thesis, it was
substantially further developed based on 3D simulatioritk@tlectric field and studies of drift
effects such as thermalftlision, electrostatic repulsion and carrier trapping. Adljon éfects

in charge transport and electronic impacts during sigaaldmission are now being considered.



Zusammenfassung

Das Ziel des COBRA-Experiments ist die Suche nach neutgarh Doppelbetazerfall mit
CdZnTe-Halbleiterdetektoren. Es wird eine Untergrurelrain 102 Ereignissen pro keV, kg
und Jahr angestrebt, um eine Sensitivitat auf die Hall®zeit von mehr als #9Jahren zu
erreichen. Aus Messungen an einem Demonstratoraufbae sowiMonte-Carlo-Simulationen
ist bekannt, dass ein Grof3teil des Untergrundes auf Alpblags zuriickzufuihren ist. Diese
generieren im Detektor Ladungswolken von nur wenigemim Durchmesser. Die Folge sind
charakteristische Signaleigenschaften.

Es wurden parameterbasierte Schnittkriterien entwickett Alpha- von Betaereignissen an-
hand ihrer Pulsformen zu unterscheiden. Diese wurden aiginleEngewandt, die zuvor durch
Bestrahlung eines (% 1 x 1) cn?® groRen CdZnTe-Detektors mit koplanarem Gitter gewon-
nen wurden. Die Pulsformen aller Ereignisse wurden von FAD® einer Abtastrate von
100 MHz ausgelesen. Bei Teilchenenergien von 2 MeV konniedlbhas auf 20 % reduziert
werden, wahrend nahezu 60 % der Betas uberlebten. Dieb&igge konnten von einer De-
tektorsimulation reproduziert werden, die daraufhindig Untersuchung von Energien bis zu
3 MeV und unterschiedlicher Detektorbereiche eingesetztie. Entgegen der Anodenflache
und zu hoheren Energien prognostizieren die Simulati@nes gesteigerte Leistungsfahigkeit
der Schnitte. Unter der Annahme, dass Verunreinigungeohdatphazerfalle gleichmafgig
uber den Detektor verteilt sind, konnte die Sensitiwidn COBRA auf die Halbwertszeit um
(70+ 24) % erhoht werden. Im Falle einer ausschlief3lichen Cligréinkontamination lage die
Steigerung bei (32 19) %.

Die verwendete Detektorsimulation ist ein eigens fur C@BRtwickeltes Werkzeug. Im Zuge
dieser Arbeit wurde es, basierend auf 3D-Simulationen désresschen Feldes und Studien von
Drifteffekten wie etwa thermischer fhusion, elektrostatischer Abstol3ung und Ladungsverlust
durch Trapping, mafl3geblich weiterentwickelt. Alle Hagmpakte des Ladungstransports und
der elektronischen Einfluisse wahrend der Signalib#dtmg werden nun berucksichtigt.
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Chapter 1
Introduction

The semiconducting compound material cadmium zinc telesi also CdZnTe or simply CZT
— has gained growing importance over the last decades. dfread in the 1970s as a promis-
ing candidate to replace germanium detectors, which neelihgato cryogenic temperatures,
CdTe and later also CZT crystals can by now be produced indnglity thanks to remarkable
progress in the technology of crystal growth in the 1990s fD\W5ch01]. A large band gap al-
lows for room temperature operation. The high density m&k&E suitable for hard X-ray and
vy-ray detection. The energy resolution is high enough focspscopic purposes. Nowadays,
CZT devices are commonly used for nuclear instrumentati@tience and industry as well as
for medical imaging.

A substantial role for CZT is foreseen at the COBRA experim@OBRA is a next generation
experiment to search for neutrinoless double betdgpdecay. Not only do CZT crystals have
the function to detect the signal, they also serve as sodrte alecay, since several candidate
isotopes are containedy®B decay would, if actually observed, represent a twofoldatioh

of the total lepton number — a fact clearly contradicting$t@ndard Model of particle physics.
For the neutrino itself, this would mean that it is identiaits own antiparticle, a so-called Ma-
jorana particle. Furthermore, the measured half-life dae g hint on the ordering of neutrino
mass eigenstates, known as mass hierarchy. The compreh@fishese fundamental aspects
of particle physics has also contribution to the solutiornof astroparticle and cosmological
problems, related to the neutrino mass scale and nature2[GP1

Half-lives of Ov83 decay are predicted to be in the order of®\@ars and higher. The extreme
rarity demands for a detector operation under ultra low pemknd conditions. Currently, a
demonstrator setup is taking data with an array of 1 @AT detectors of coplanar grid (CPG)
type [T*15]. A multi-layer shielding and additional analysis cutggress the background to
less than % The aim is to reach I@ﬁkngf;r in order to be sensitive to 210?°years of
half-life, corresponding to a Majorana mass of 0.05eV.

The current background is dominated by alpha-induced svéhfith regard to detection sen-
sitivity, a lot can be gained from methods to separate these the signal, i.e. the two betas

emerging from 958 decay. The point of departure for a discrimination is tifeedént ionization
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behavior of alphas and betas, leading to characterisénadtion lengths. While incident alphas
travel only a couple ofim in CZT, betas of comparable energy cover up to mm distarites.
could be verified with pixelated CdTe detectors that the dsoaf generated electrons and holes
are indeed much more compact for alphas than for betas [GI&t£ZOBRA, fast analog-to-
digital converters allow for a detailed analysis of the pudbapes. An extended charge cloud
causes the charge collection at the electrodes to takeloAgempact on the detector signals
is expected.

In the course of this thesis it is investigated how th@edent sizes and profiles of the clouds
affect the detector signals with regard to a discriminationjpa events. The following chap-
ter gives an overview on the aspects of neutrino physicatiagivate the COBRA experiment.
The experiment itself is presented in chapter 3, includirdgscription of the readout chain
and shielding currently in use for the demonstrator. Chapte devoted to the function and
features of CZT detectors with CPG design. It is explained bimgnals arise and how event
reconstruction is done. Great emphasis was placed on thexagem and transport of charge
clouds. Simulations of the electric field inside the detectve presented, taking into account
also surface fects and junctions. Chapter 5 describes a detector sironlathich was devel-
oped for COBRA to reproduce pulse shapes of CPG devices.u§hout this thesis, the tool
was essentially further developed and can now be used ffat@ins of pulse shape analyses
and dficiency predictions. The conclusions from the previous tdragre considered to provide
appropriate treatment of driftiects. The CPG studies are also the basis of the pulse shdpe ana
ysis presented in chapter 6. Suitable parameters are geekto tell alpha from beta events.
Cut criteria are formulated and used on signals from deelitateasurements. The detector
simulation is used to investigate the cut behavior iiiedent detector areas and to predict cut
efficiencies. All results are summarized and briefly reviewedl fimal chapter.



Chapter 2
Neutrino Physics

During the past 50 years a series of discoveries changedndamental assumptions in particle
physics every so often, always going along with a deeperrstat@ling of the basic elements
and concepts that our world is made of. The Standard Mode) (8M was developed through-
out the decades helps to explain various observations lalgasstretched to its limits at some
points, especially in the neutrino sector. The facts thatnmeos are able to change their flavor
eigenstates and must therefore have finite mass are botlompiatible with the conservative
SM theories. Furthermore it is believed that neutrinos aggolkéna fermions, another property
not anticipated by the SM.

This chapter gives a brief overview on some of the variougetspof neutrino physics and the
latest observations in this field. The basic concept of meutscillations are depicted, lead-
ing to two contrary mass hierarchies. Majorana fermiondrgreduced before both neutrino
accompanied and neutrinoless double beta decay are treated

2.1 Neutrino Oscillations

In the early 1970s, R. Davet al. were the first to observe the solar neutrino problem [BD76].
In the Homestake experiment they measured the rate of @heogutrinos ) produced by
nuclear fusion in the sun and found that a significantly loveg¢e ofv, reached the earth than
predicted.

The neutrino oscillation is a mechanism to explain thisessAccording to the formalism neu-
trinos can be described by either mass eigenstaesith eigenvaluesn or flavor eigenstates
lv,y Which are linear superpositions of each other:

o) = D Uaibide )= 3 Usiva)., (2.1)

where thelU,,; are the entries of a unitary mixing matiik and theU?; their complex conjuga-
tions. Neutrinos take part in weak interactions in theirdlagigenstates. The underlying mass
eigenstates are time dependent and while a neutrino prigsatiaough space the probability
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Table 2.1: Current values for mixing angles and squared miffesences [Grol4]. Where necessary, values are
given both for normal and inverted mass hierarchy (NH andédpectively).

Parametet| Value
sin(X1,) 0.846+ 0.021
Si_n(2923)N H 0-999i8j8%
Sln(2923)||_| 100@8829

sin(X13) (9.3+0.8)- 102
Amg, || (7.53+ 0.18)- 10°eV?

|Amg,| ., || (244+0.06)- 10-%eV?

|Am§2rIH (252+0.07)- 10%eV?

to find it in a certain flavor eigenstate changes. For a newtith energykE that is produced as
lve), the probability to observe it dg) after a travelling distanck in vacuunt is given as

AMEL
. L
P(Q —)ﬁ, L) = ; Uﬂ/an/jU,BiU,Ej exp(—lf) (22)
with Anﬁ. being the squared masgidrence betweem, andm;. Thus an oscillation between
flavor eigenstates arises whose frequency is given bxmfpand whose amplitude is defined
by theU,;. In case of three neutrino flavors € e, u, 7,1 = 1,2, 3) the mixing matrix can be

parametrized as follows:

1 0 0 COSH;3 0 sindjze%cP|[ costy, sinf, O
Upuns =10 C0SHy3 Sin923 0 1 0 —Sin912 cosf, 0f.
0 —sSinfy; COSHys)|—sSind3€® 0  coshis 0 0 1

(2.3)

Besides the three mixing anglés, a complex phasécp is introduced which allows for CP
violation. Upyns is usually referred to as PMNS matfipMNS62].

From the 1990s on, numerous experiments (e.g. SNO, SupéoKantde, KamLAND, OPERA)
confirmed the oscillation nature of neutrinos and helpedeiemnine all mixing angles and
squared mass fierences. The value fégp has not been determined yet. Current oscillation
parameters are listed in table 2.1. It was found thag, is two orders of magnitude smaller
thanAmg,| and it can be concluded tHatrZ,| ~|Amg,|. No absolute masses are known, so that
it is in principle possible for the lightesti to be massless. As only the signif, has been
identified yet, two diferent ways of ordering the mass eigenvalues are thinkabi#ustrated

in figure 2.1. The orderings are referred to as mass hieeschvhereas eithen, is the lightest
mass eigenvalue (normal hierarchy, NHay (inverted hierarchy, IH). Up to date no hierarchy
could yet be excluded.

For neutrino oscillations in matter an adaptation of therfalism has to be made, known as the MSiéet. A
detailed description can be found e.g. in [Zub12].
2PontecorvoM aki-NakagawaSakata matrix
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normal inverted 4 [(eV)2]
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Figure 2.1: lllustration of mass orderings [JT]. Dependimgthe identity of the lightest mass eigenstate, two
orders are thinkable referred to as normal and invertecidby.

2.2 Majorana Fermions

The diference between a Majorana and a Dirac particle can be egdlaather simply: A
Majorana patrticle is its own antiparticle while a Dirac jpaé is not. As the idea and its conse-
guences are fundamental in the contextwg®experiments, the following section is dedicated
to this topic.

For the following it is useful to have the meaning of chinaliht mind. The term often comes
along with the concept of helicity, although they do not resegily mean the same. Helicity is
the projection of the particle spgonto the direction of momentui,

sp
dlel
As Sand g are either parallel or antiparallel{f = +1. Chirality describes the way a parti-
cle transforms in the Minkowski spacetime isomeftiedich is either right- or left-handed.
According to the V-A theory of weak interaction, only lefaided particles (right-handed an-
tiparticles) couple to W bosons. For massless particles on the one side, right-tiaeds is
equivalent to negative (positive) helicity. For particlesh rest massn # 0 on the other side,
chirality and helicity are not inevitably consistent. Hettee probability for a contrary helicity
isP=1- \—é with v being the velocity of the particle arathe speed of light.

H o (2.4)

According to the SM, all fundamental fermions are Dirac fems. Table 2.2 shows the ele-
mentary SM fermions and their division into quarks and leptolrhe arrangement in so-called
isospin doublets implies pairwise identical behavior wéhpect to weak interactions. As only
left-hnanded particles couple to Whosons, right-handed particles make up weak isospin sin-
glets. For the existence of right-handed neutrinos no exedas been found yet and if they

3An isometry is a Lorentz invariant linear bijection. Minkeli spacetime isometries are therefore translations in
time or space. The group of all Minkowski spacetime isorasti$ the Poincaré group.
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Table 2.2: Division of the elementary SM fermions into qusaakd leptons. Transitions within one generation are
possible only for left-handed particles.

(Vf) (V’i) (’uf) leptons
€\ T,
€: HR TR
() ), (2]
d ) S )L b ),
Ur Cr tr
dr SR br

exist, they must be sterile, i.e. not taking part in any Shrattion.

As a matter of fact the relative masstdrence between neutrinos and any of the charged leptons
is by far greater than for quarks within one generation. haopens that this might be explained
by Majorana fermions.

2.2.1 Lagrangian Mass Terms and the Seesaw Mechanism

The relativistic behavior of fermions with spéwand massn was derived by Paul Dirac, who
in 1928 described it in [Dir28]. In the equation named aften,lDirac used a wave function
¥ to describe the fermion. To consider both particle and artiigde with each of the spin con-
figurationsup anddown y can be treated as a spinor of at least four independent anplexm
components (Dirac spinor).

In guantum electro dynamics (QED), as in any quantum fieldrihehe Lagrangiar’ deter-
mines all fundamental fields and quantum states. Theratasenot surprising to find the Dirac
equation as part of the QED Lagrangian:

—(. 0
L:tp(l'y#@—m)gl/ , (2.5)

with u = 0,1, 2,3 and they, being 4x 4 matrices. The first term corresponds to the kinetic
energy and is thus called kinetic term while the second isithss term.

¥ can be separated into a right- and a left-handed chiral caemgdoy the help of a projection
operatorP,_g via

Y =yr+yL,where Y r=PLry . (2.6)

The Dirac mass term can be expressed with the chiral compdveyl spinors as

Loirac = Mp(YLdr + YrUL) (2.7)

speaking now of a Dirac mass, instead oim.
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In 1937, Ettore Majorana stated that the Dirac equation tiiglsolved for a spinor of four real
components, thus describing a fermion that is identicalst@mtiparticle [Maj37]. Apparently
this condition applies only to uncharged particles. Fos tieiason the Majorana character can
only apply to the neutrinos.

For the description of a Majorana particle, a two-composentor is stfficient. The mass term
reads

1 — — 1 —
Lwajorana = E(liﬂWC + My YY) = E(liﬁlﬂc) +hc. . (2.8)
It was necessary to introduce the charge-conjugated spfreord the Majorana massy,. Here
and below, the letters.c. depict the Hermitian conjugate.

Again it is possible to project the right- and left-handedahcomponents ofy. To formulate
a right- and a left-handed mass term, aisg has to be split, thus

_ rL R
LMajorana— LMajorana"' '£Majorana

1 — 1 - (2.9)
= EmLWLWR + EmeuﬂR +hc.
In combination, eq. (2.7) and (2.9) lead to the most geneaalsnberm
Z£Dirac—Majorana: mD(l;LwR + JEwCR) + le;Lch + ”\?‘ZEWR + h-C-
_ c (2.10)
= (v 0%) M YRlihe withm=|™ ™|
R Mp MR

By diagonalizingM, one can obtain the mass eigenstates and thus the corr@spondss
eigenvalues. The pure Dirac case as given by the Dirac Lg@gmamn equation (2.7) follows if
m_ = mg = 0, then the mass eigenstate is the Dirac nmass

Another popular scenario is the casg > mp, m_ = 0. Two mass eigenvalues are obtained:

[+
m=—, m=mg|l+—=|~Mg . (2.11)
Mg Mg

my can be identified with the mass of the left-handed neutridogkvcould in principle explain
why the observed mass values are so small. The consequenegdravould be a very heavy
partner neutrino with mass,. Because of the inverse mass relation between the neutrthitsa
partner, this theory was given the illustrative nageesaw mechanisrmhe reason why we did
not already come across the partner neutrino experimgigatk chirality, as it would be right-
handed — and therefore sterile. Actually, the massive gepagner is one of the candidates for
cold dark matter [Dre13,115]. But on the basis of the above, the key feature to thisrthiso
the Majorana nature of the neutrino.
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2.2.2 Hfective Majorana Mass

A neutrino will always interact in one of its flavor eigenstst The electron neutrino ma(ssve>
observed in experiments measuring the end point®tlacay spectrum is the incoherent sum

of the mass eigenvalues:
3
(m,) = > ImUa . (2.12)
i=1

The Mainz experiment determined an upper limit of 2 eV<fnme> at 95 % C.L* by measuring
the end point of the tritium decay spectrum36, OW08]. Currently the KATRIN experiment
is attempting to lower this value down ta2®V [Par13].

As will be depicted in more detall in section 2.3;4B-experiments such as COBRA, GERDA
and CUORE are sensitive to the coherent s(mgp) of the mass eigenvalues, often referred to
as dfective Majorana mass:

3
(mgs) =| > mu2 (2.13)
i=1
In case of Majorana neutrinos, the mixing matrix has to betathin such a way that
1 0 O
Um =Upmns- |0 €2 0| . (2.14)
0 0 ¢

The two Majorana phases anda; are introduced as new free parametertloft can be seen

in equation (2.12) and (2.13) that unlike th&eetive Majorana mass, the observed neutrino
mass(mve> remains untouched by the Majorana phases.

Figure 2.2 is a good illustration of how experiments on thgsdecay are sensitive to the mass
hierarchy and also to the neutrino mass. It shows the deperdsf the &ective Majorana
mass on the lightest neutrino mass. One band appears fomeash hierarchy. The width
is determined by the unknown Majorana phases (stripesnggide broadening from therl
uncertainties on the oscillation parameters is indicajetthé cross hatched region. In case of an
inverted hierarch%r‘rm) is always larger than zero. For the normal hierarcéhgg,B) = 0is not
excluded. For a minimum neutrino mass below?/, NH and IH are clearly distinguishable
w.r.t. <rr;3ﬁ>. They become degenerate above that value. From measugeofehe cosmic
microwave background as part of the PLANCK experiment, trectisum of the active neutrino
masses is knowntojem < 0.23eV at 95% C.L. [LP14]. Therefore, the plot region for highe
neutrino masses is dilsfavored by cosmology. As describ#kifollowing section, the half-life

of the O/88 decay depends ((mr]%). That is how the upper region of the plot could be excluded
by OvBB-experiments.

4The confidence level (C.L.) states the probability for thievalue of an observable to lie within certain confidence
bounds.
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Figure 2.2: Hective Majorana massrs) depending on the lightest neutrino mass, adapted from [MVO#e
band appears for each mass hierarchy. The width is detedrbinthe unknown Majorana phases (stripes region).
The broadening from thevduncertainties on the oscillation parameters is indicaiethé cross hatched region.

2.3 Double Beta Decay

2.3.1 Derivation and Decay Modes

A nucleus has a lower mass than the sum of its constituents.difierence is called binding
energyEg or mass excessEg can be calculated by the semi-empirical mass formula, which
was postulated by C.F. von Weizsacker in 1935 and furtheeldped by H. Bethe in 1936
[VW35, BB36]. Eg is calculated from the number of protoAsind the number of nucleorsin

the nucleus:

Z2 (A-22)? ap
— 2/3
Eg(A Z) = ayA— asA”” - N TER ey 0 yNIE (2.15)
The five terms are the energetic contributions of volumefasar Coulomb forces, asymmetry
in the proton-neutron ratio and the pairing, adjusted bydbwestantsy, as, ac, ar and ap,
respectively. The latter accounts for the fact thgicomplies with the numbers of neutrons and

protons to be even or odd. According to this,
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mass chain |
O mass number: 116 o/
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Figure 2.3: Mass excess fér= 116 [JT]. Be splits up into two parabolae for even-even and odd-odd nuale
decay is only possible if the daughter nuclide has a highesra&cess than its mother.

+1 for even-even nuclei,
6 =140 for even-odd or odd-even nuclei, (2.16)

-1 for odd-odd nuclei.

Considering only isobar€&g(A, Z) has a parabolic shape for nuclei with oAd For evenA,

the function splits up into two parabolae due to thedent pairing terms for even-even and
odd-odd combinations.

Figure 2.3 show&g(A, Z) for the casé = 116. The odd-odd nuclides are lined up on the upper
parabola, the even-even nuclides make up the lower one. ®emergy conservation, a decay
is only possible if the daughter nuclide has a higher masessxthan its mother, or to put it
simple, if it is lighter. A3~ decay of a nucleu$X as per

X =AY +e +v (2.17)

is allowed for Pd into Ag, to stick to the example A&f= 116 nuclei. For the transition Te into
Sh, besides the" decay also an electron capture process (EC) is possible:

A MY et e (2.18)
e +5X 5 2 Y +ve . (2.19)

While a decay from Cd into In is energetically suppressed thinkable for Cd to skip the
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indium state and transition directly into Sn via two simokaus3~ decays. The so described
double beta minug(s~) decay accompanied by two antineutrinos as per

A L2, AY 126 + 27, (2.20)
has experimentally been observed. Current experimentssaiarch for the variantg{s*),
(8*/EC) and (EQGEC) but have not yet been observed. In total 36 isotopes grected to
undergo the 288 decay [Grol14]. Due to the higher order of tHheeet, the process is very rare.
The calculated and observed half-lives are in the order 6fyi€ars and higher.
In 1939, shortly after Majorana’s postulation of two-compat neutrinos, G. Racah and W.H.
Furry discussed another double beta decay mode [Rac3BJFur3

BB

X s Y +2¢ . (2.21)

Here, no neutrinos feature in the outcome of the process argyr®ne plausible way to explain
the absence of neutrinos is the Racah sequence

A A - o

X — 7Y +e +v
2 e ° (2.22)
Vet BY — 57 + €

A right-handed antineutrino is created virtually igaprocess and instantaneously absorbed as
a left-handed neutrino by the intermediate nuclide Y. Hgrelecond decay is induced and no
neutrino remains in the final state. The conditions for thieappen become obvious:

() Toinduce the second step, the neutrino has to be its owpaaticle.
(i) To satisfy the V-A theory, the neutrino has to undergoedidity flip. This is only
possible for massive patrticles, and therefmg;!t 0.
(iii) The total lepton numbéris not a conserved quantity.

Itis clear from neutrino oscillations that (ii) is fulfilledhn alternative to (ii) would be unprece-
dented right-handed weak currents [SH93].

Apart from the Racah sequence depicted in equation (2.22¢ral other processes can lead
to a neutrinoless final state. J. Schlechter and J.W.F. galbsved in [SV82] that in case of
OvBB decay the neutrino must have a non-vanishing Majorana massatter the underlying
mechanism. This is illustrated schematically in figure ZHe two d quarks that transition into
u quarks within the nucleons are somehow coupled to the esingtiectrons. The fact that the
exact kind of coupling is unknown is represented by the bbawk According to Schlechter and
Valle, at some loop level within the black box a neutrinokaeitrino transition as described by
the Majorana mass term in equation (2.9) can occur [Zub18hs€quently, another name for
this argumentation is Black Box theorem.

SLepton numbers; = 1 (Lj = —1) are assigned to leptons (antileptons) from generatibhel; are conserved in
every SM process. Neutrino oscillations violate this lakth@ugh the total lepton numbér= 3 L; is conserved
I

anyway.



20 Chapter 2. Neutrino Physics

Figure 2.4: Schematic view of the Schlechter-Valle theof&w82]. The two d quarks that transition into u
quarks within the nucleons are somehow coupled to the ehetertrons. The fact that the exact kind of coupling
is unknown is represented by the black box. At some loop lewtlin the black box a neutrino-antineutrino
transition as described by the Majorana mass term can occur.

2.3.2 Decay Rates

A positive result in the search for83 decay would prove that neutrinos are Majorana particles.
Unfortunately, a long half-life causes the experimentalization to be challenging. The decay
rate can be derived from Fermi’s golden fulEor the neutrino-accompanied case it is given by

2

(va) GZV(Q Z) MGT + gVMZV o Qll , (223)

with G* denoting the phase space integral, avi@; and M2 being the matrix elements for
Gamow-Teller and Fermi transitions, respectiveglyandga are coupling constants originating
from the V-A theory. Q, in the following referred to as Q-value, is the energy reéehin a
nuclear transition.

The decay rate for¥pg decay reads

-1 5
(Tgv) — GOV(Q, Z) |M85VT _ Mgv

(2.24)

zﬂn? « @, with M® = M2 — MY

— GOV(Q, Z) |M0v

Besides the electron massg also the &ective Majorana mas(srm) controls the rate. A mea-
surement of the half- Ilfe'l'OV would therefore help to determlr(er]gﬁ> Hence knowledge on
the further parameters is requwed but wi@® can be calculated precisely fromandQ, the
matrix elements are of great uncertainty. Their values depa the nuclear model parameters
and also on the calculation frameworks. The need for hed&ctb match diminishes the nuclear
matrix elements significantly, so thatgB half-lives exceed the corresponding values for the
neutrino accompanied case by several orders of magnitutievérview on currend® results

6See [Zub12] for derivation of the decay rates and their axiprate dependence on the Q-value.
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Figure 2.5: Overview on nuclear matrix elememt” for Ovg8 decay [D'11]. Values for several double beta
isotopes were calculated inftérent frameworks.

Table 2.3: Phase space fac@? for several double beta isotopes0i].

Isotope|| G” [10yrs!] Q [keV]

“8Ca 6.35 4273.7
%Ge 0.623 2039.1
825e 2.70 2995.5
%Zr 5.63 3347.7
109\vi0 4.36 3035.0
11%pd 1.40 2004.0
11éCd 4.62 2809.1
12490 2.55 2287.7
130Te 4.09 2530.3
136X e 4.31 2461.9
150Nd 19.2 3367.3

for selected double beta isotopes is given in figure 2.5. &ale £.3 for a list oz% values.

2.3.3 Detection

OvBB decay is a field of high scientific interest. Numerous expernita search for the decay
with distinct approaches. The collaborations GERDAQAa] and COBRA [Zub01] both apply
semiconductor detectors. The NEMO collaboration (alsceBMEMO) combines calorimeters
with particle trackers. SN® [Che08] builds on a liquid scintillator, while CUORE [A4b]
uses cryogenic methods, just to name a few. They all have nmun the search for one
spectral feature.

In general3~ decay such as described by equation (2.17), the releaseglyasemainly dis-
tributed to the two emitted particles end v, thus leading to a continuous electron energy
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Figure 2.6: Summed electron spectra fog2 and 0,88 decay. In the first case, the Q-value is shared among two
e and twove, leading to a continuous shape. In the latter case, the ebsémeutrinos causes the spectrum to be
a discrete peak @. The height of the peak is strongly overstated. [htte].

Table 2.4: Current limits on half-lives fonfg-decay and fective Majorana masses [HM14]. Since ti#eetive
Majorana mass depends strongly on the choice of models fsixeéement cc'sllculatior(rngﬁ}l and(nm)z denote
a lower and an upper bound, respectively.

Isotope Experiment T [10*yr] <mgﬂ>l [eV] <mgﬁ>2 [eV]
2

®°Ge | Heidelberg-Moscow 9.6 0.357 0.739
GERDA 25 0.221 0.458
82Se NEMO-3 0.32 0.971 2.082
100\ o NEMO-3 1.0 0.473 0.923
130Te CUORICINO 4.1 0.243 0.470
136X e KamLAND-Zen 26 0.115 0.221
EXO-200 11 0.177 0.339

spectrum — the very feature that caused W. Pauli to specaibatet the existence of neutrinos
in 1930. Given a 88 decay (equation (2.20)), the Q-value is shared among tihrecimitted
particles. As before, the neutrinos escape the detectothendetectable sum of the electron
energieE,, andE,, originates from a continuous spectrum as depicted in figuiel2no neu-
trinos come out, as it is the case as in equation (2.21), tledendnergy is left to the electrons,
causing the summed electron spectrum to resemble a diperakeat the Q-value. The peak is
what 088 experiments are after, whereas the height of the line isilyeaverstated in figure
2.6 due to the dierence in half-life.

Unlike for 2vBB decay, no §38 decay has been found yet. Previously reported observations
in "Ge by the Heidelberg-Moscow collaboration [KKK06] wereedilout by latest GERDA
measurements [AL3]. Upper limits for 058 decay, though depending strongly on calculation
frameworks of the nuclear matrix elements, range up t §€ars [HM14]. The corresponding
effective Majorana masses come close to the upper edge of tegddvhierarchy band (see
figure 2.2). Current values for half-lives anffextive Majorana masses are listed in table 2.4.
COBRA half-lives from a demonstrator setup range curresitie order of 18 years, see also
table 3.3 in the next chapter.



Chapter 3

The COBRA Experiment

Among the 038 community, the COBRA experiment has the distinction of geiine only
aspirant to search for the decay in CdZnTe — and having therefccess to thevBs decay
half-life of the isotopeCd. This chapter explains the idea behind the approach aswlides
in detail the demonstrator setup that is currently operatetie underground laboratories at
LNGS!. The chapter closes with an outlook on a potential largeessetiup.

3.1 Idea and Concept

The next-generation experiment COBRA was originally psgzbby K. Zuber in 2001 [Zub01].
The name stands foCdZnTe0 Neutrino DoubleBetaResearctApparatus” and as indicated in
the acronym, the intention is to use CdZnTe (or simply CZTisenductor detectors to search
for OvBpB decay. Containing itself a total of nine double beta candslahe detector material
serves as its own source. The big benefit is a high detecfimieacy. All candidate isotopes,
their Q-values, natural abundances, and predicted decdgsrare listed in table 3.1.

Since the Q-value of the decaying isotope has a significapaaton its decay half-life (as
stated in section 2.3.2), the isotogé¥e, 1°°Cd and''®Cd are of special interest for COBRA.

Table 3.1: List of 838 candidate isotopes contained in CZT. Values taken frohd [Rexcept for8Cd and"*Te,
whereQ is taken from [$90].

Isotope || Decay Mode| Q [keV] | Nat. Abundance [%)]
%4Zn B/EC, EGEC 1096 48.6
707n g3 | 1001 0.62
06Cd || g°8°, B*/EC, ECEC| 2771 1.21
108cq ECEC 231 0.9
l4cq BB 534 28.7
116 gB | 2814 7.5
120Te B*/EC, EGEC 1722 0.1
128Te BB 868 31.7
130T 8B | 2527 33.8

1| aboratoriNazionali delGran Sasso
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Table 3.2: Material properties of CZT in comparison with @dGe, and Si [eV 13].

Material | CdyeZno,Te | CdTe | Ge | Si
Atomic numberZ 48, 30, 52 48, 52 32 14
Densityp [g/cm?] 5.78 5.85 5.33 2.33
Band garE, [eV] 1.572 1.5 0.67 | 1.12
lonization energ\Ejo, [eV] 4.64 4.43 2.95 3.62
Relative permittivitys, 10.9 11 16 11.7
Electron mobilityue [cm?/(VS)] 1000 1100 3900 | 1400
Electron lifetimer, [s] 3x10° 3x10°% | >10%| >10°3
Hole mobility h [cm?/(Vs)] 50 - 80 100 1900 | 480
Hole lifetime ry, [S] 310°© 2x10° | 10° |2x 103
(ut)e [cMP/V] (3-10)x 102 | 33x10% | >1 >1
() [cM2/V] 5x 105 2x10% | >1 ~1

The most promising candidatef$Cd, whose Q-value exceeds the prominent gamma line from
natural?®®T| at 2614 MeV.13%Te features a high natural abundance in favor of its det#ityab
while 1%Cd gives access to thgs* decay channel.

The working principle of a semiconductor detector can bedeosed as follows: An electro-
magnetic interacting particle traversing the semicornidgcmnaterial causes the excitation of
electrons from the valence into the conduction band. Thegead mobile charge carriers,
namely electrons and holes, get separated by an exterc#iielfgeld and are collected at the
respective electrodes. The amount of charge carriers camelasured and is directly propor-
tional to the energy previously deposited in the crystale Tdtal kinetic energy of a particle
can be determined only if it is stopped within the fiducial sgmductor volume.

Comparable experiments like GERDA use germanium detecidegerial parameters for Ge
and CdZnTe, as well as for CdTe and Si, are given in table 3s2cadnpared to Ge, CdTe and
CdznTe show some advantages with regard to detection igsaliVhile Ge detectors need to
be cooled to liquid nitrogen temperatures, the large bapdegaf CdTe allows for an operation
at room temperature, since fewer valence electrons gethetoonduction band due to thermal
excitation. At the same timd&, adversely fiects the energy resolution, since in average more
energyEion is needed to create an electron-hole pair. It turned outtieaddmixture of a small
amount of Zn enlargeEy even more. CdZnTe detectors also benefit from the relativgly
average atomic number and density, causing ionizing pastto be stopped fast.

The drift mobility 4 and lifetimer of the charge carriers are essential transport propeures f
semiconductor detectors as they directigat the energy resolution. Their produetis hence
an important measure for the detector performance. A fultuk at table 3.2 shows thatr

is quite low for CdZnTe, especially for holes. At COBRA, treck of hole information is
compensated by the use of coplanar grid detectors (CPGyewnorking principle is depicted
in detail in chapter 4.

CdZnTe is a three-component II-VI semiconductor with tresrednts Cd and Zn from the sec-
ond and Te from the sixth main group. Although the detectoescammercially available,
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their size is limited due to the complex manufacturing psses required. Currently available
monolithic crystals do not go beyond a couple of cubic ceeters. Several thousand crystals
are needed to reach the requisite fiducial mass of severdrédikilograms. The need for this

huge amount of detectors is turned into a strength sincertaegement in a three-dimensional
array allows for the spatially resolved reconstructionimiing coincidences.

Generally speaking, complementary approaches are, agyiscantific discipline, an impor-
tant instrument to obtain evident results. It is thus higtidgirable to search for83 decay
with different techniques and materials, especially as the calmulat the exact nuclear ma-
trix elements proves to be ratherftbult, so that the determination of th&ective Majorana
mass from the decay half-life would not be straightforw&@BRA should therefore not only
be understood as competitive but in particular as a crucadptement to further established
approaches.

3.2 Background Sources

With half-lives in the order of 18 years, the 238 decay ranges among the most seldom natural
processes ever observed. Half-lives for the neutrinolasgty are expected to exceed those
values by several orders of magnitude, making backgrouressential experimental issue. In
order to recognize significant spectral features inducettt&gought decay, the experimentalist
must be aware of any type of background. Only then he mighbleeta studiously shield and
individually identify unwanted events.

3.2.1 Primordial Background

Background resulting from the natural decay chains @iddecay is generally classified as
primordial background. Certain decay stages in the thomsenies, originating front3?Th,
and the uranium series, leading backt&J, are relevant to COBRA since they might deposit
energy in the crucial energy regions. In casé'8€d, the region of interest (ROI) is situated
around 2.8 MeV. As depicted in appendix A, where an overviawath series is given, mostly
alphas range within or above the ROI, besides@decay and a few-transitions.

Treacherous links in both chains are radon stages. As a gable@adon can easilyftlise from
out of the surrounding rock and materials into the immediatector environment. There it is
likely to be attracted by statically charged surfaces aedilgh detector potentials. From the
thorium series, this i¥°Rn with a half-life of one brief minute, whil&?Rn from the uranium
series is even more dangerous with nearly four days half-ll following a-decays as well
as thes-decay from?'“Bi into 2*4Po must be taken into account as potential background. The
latter goes along witly-emissions with energies up to 3.27 MeV, including severhihes in
the ROI.
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3.2.2 Cosmogenic Background

Although just a small fraction of the cosmic radiation reasthe experiment at its underground
location at LNGS, cosmogenic background has to be consldemefully. The hadronic com-
ponent is absorbed by the rock material. Although reducealfagtor of 16, cosmic muons can
deposit energy in the detectors or produce hadronic shaw#reir environment. Furthermore,
detectors and shielding material were exposed to cosmogadrons previously during manu-
facturing, shipping and storage at the earth’s surface oAliogly, radionuclides are produced
and cause intrinsic contamination.

3.2.3 Neutrons

Due to the absence of electric charge, neutrons can easilyséifrom their point of origin
through air and solids if no adequate shielding is presemt,ia this way they are invisible
to the detectors as long as they do not interact. Neutronseiumderground laboratory arise
mostly from natural decay processes. They are emitted glgpontaneous fissions andrf)
reactions with light nuclei such as lithium, fluorine and drarwhereas the requisite alphas
themselves come from natural decays. Another neutron s@ieccosmogenic hadron showers
as described above.

Such neutrons typically have energies of several MeV, nough to leave signals near the
ROI by elastic scattering processes, as has been expligtiyonstrated in [Tim15]. Much
more dangerous in terms of energy deposition are absorptaoesses, especially the reaction
113Cd(ny)“Cd. A neutron is captured by*&Cd nucleus, leaving an excitétfCd nucleus that
within nanoseconds emits around 9 MeV of energy r@scade. The combination of a high
total cross section 10* bn for thermal neutrons) and the high abundanc¥-3gd (12 % for
natural cadmium) makes it necessary to watch out for suategses. In fact it could be shown
that by considering this very reaction the thermal neutroxifiside the COBRA shielding can
be measured during operation with the detectors themsghetd 3].

The surface contamination as a consequence of radtrsidin, as well as the external back-
ground by muons and neutrons, and the intrinsic contanoinati detector holders, passivation
lacquer surrounding the crystals, electronics and simgldi a large-scale COBRA setup are
discussed by in [Heil4], based on extensive Monte Carlo Isitimns. The study shows that
the expected background is clearly dominated by 99-particles. The contributions of single
particle types to the total background is depicted in figude After applying all actual data
cuts, the impact of alphas becomes even more apparent.

The alpha domination of the background has also been comfifram the experimental side.
As Frittset al. reported in [FT14], a cut, developed to remove surface events, elimin&és 7
of all signals. As this value matches the reported ¢hitiency, one can conclude that surface
events make up most of the background. These arise from @&y products, which in the
considered energy ranges emit mainly alphas.
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Figure 3.1: Contributions of flierent particle types to the total background, based on Moatk studies [Heil4].
The darker bars refer to background rates before, the ligpates to background rates after applied data cuts.

3.2.4 2ypB Decay

As an unavoidable sideffect, 0,38 decay will naturally be accompanied by the much more
frequent 268 decay. The @88 peak in the energy spectrum at the Q-value of the decaying
isotope will be smeared due to a limited energy resolutiothefdetector, the same goes for
events from the 288 continuum. Even if all other background can be held at angabée low
level, the energy resolution is the determining quality égide whether both spectra might be
separated.

3.3 Demonstrator Setup

Currently, a COBRA demonstrator setup is taking data toldest the long term stability of the
detectors and the shielding concept and to analyze evedes witra low background condi-
tions. An overview is given here, for further technical distaee [T 15] and [Sch11].

The demonstrator is situated in the neighborhood of othgs @xperiments like GERDA and
CUORE at the LNGS underground facilities in Italy. Since t®ember 2011, four layers with
4 x 4 CZT crystals each have been installed successively, atimglthe 4x 4 x 4 detector
array in November 2013. The crystals of each layer are endekinida holder made of Delrin,
see figure 3.2. The 64 CPG detectors each have a volume>ofi(t 1) cm® and a mass of
5.8 grams, adding up to ca. 380 grams in total. In order togmesurface currents, the lateral
crystal surfaces are covered with Glyptol lacquer.
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Figure 3.2: Delrin holder with 4 4 CZT crystals [T 15]. Four such layers are placed on top of one another at the
COBRA demonstrator.

3.3.1 Shielding

The ultra low count rate character of COBRA demands for utivabackground conditions.
1400 meters of rock material cover the location at LNGS amdesas a natural shield against
cosmic rays, corresponding to 3200 meters water equivalgrart from that, the experiment is
coated by a multilayer shielding [Miin07, Heil4].

The shielding inside the laboratory hut is depicted schialit in figure 3.3. Going from

outside to inside, the outermost layer is a wall of 7 cm thiokom-loaded polyethylene (PE).
The high amount of hydrogen inside the material is suitadniétfe moderation of fast neutrons.
At thermal energies, these are easily captured®én «)’Li reactions. The emitted alphas are
instantly stopped in the PE, gammas from de-excitationaitiovercome the inner lead castle.

The subsequent layer is a box of iron plates to shield datgatables and preamplifiers from
electromagnetic interferences (EMI) which can easily celphysical events or disturb the
signals. To feed the cables through the EMI box, they aretl@idugh a chute filled with
copper granulate to prevent the cables from importing Elinfloutside the box.

The inner shielding complex begins with a radon-tight palbonate box. In addition to this,
the inside of the box is constantly flushed with nitrogen gadéan the inner atmosphere from
radionuclides, especially radon.

A (60 x 60x 60) cn? castle of lead bricks and copper surrounds the innermosbptire setup.
Due to its high density, lead is a gogeabsorber. The outer standard lead bricks are followed
by a layer of low activity lead with an activity of less than § Ber kg w.r.t.?!Pb. As high
purity goes along with high costs, a copper layer of very lmaghochemical purity follows the
lead bricks in order to catch intrinsic radiation arisingrfr the lead. Having a smaller density,
its qualities to absorb gammas do not play in the same leaglead but are dficient, though.

A copper box containing the detectors builds the heart oéitperiment.
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Figure 3.3: Scheme of the current demonstrator shieldingN&S [Heil4]. Boron-loaded PE serves as a shield
against neutrons, followed by iron sheets against EMI. Tineri shielding consists of a radon-tight polycarbonate
box which is constantly flushed with gaseous nitrogen. Leatic@pper protect the detectors frormadiation.
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3.3.2 DAQ Chain

The data acquisition (DAQ) chain was designed to meet theiapeeeds of the COBRA
demonstrator. One objective was to build a fully remotedypcollable readout system. A
schematic view of its main components can be found in figute 3.

Detector Voltage Supply

To run a CPG detector, the cathode has to be held at high negutiential (typically about
—1KkV), while its two anode grids are operated at low potestveth a bias voltage (typically
between 50V and 150 V) between the grids (see section 4Thg)ideal high bias voltage (HV
or BV) and grid bias (GB) for each CPG detector were deterchpreviously. The individual
voltage supply is controlled by a computer and forwardedh&detectors via the preamplifier
boxes.

Preamplifier Boxes

The preamplifier boxes are custom-made devices that wecgpoated into the multilayer
shielding in order to minimize the signal way from the debestto the preamplifiers and to
shield them as good as possible from EMI. The 16 crystals¢h eathe four detector layers
share one preamplifier box. Their signals are deliveredd¢dtixes via Kapton ribbon cables.
The conversion from charge signals into voltage signaleredy the charge sensitive pream-
plifier modulesCremat CR11(hp]. Afterwards, they are transformed intdfeérential signals
to prevent signal distortions due to electromagnetic fatences, noise and crosstalk on the
long way (several m) to the linear amplifiers. In figure 3.4dffEerential signal transmission is
depicted by a double line.

The preamplifier boxes are being cooled by metal plates tleat@ntinuously streamed with
water from inside, since the heat produced by the deviceddamegatively #ect the signal
quality. A cool detector surrounding also facilitates themgy resolution of events with energies
below 100 keV.

Linear Amplifiers

Due to the strong heat emission of certain devices, a paneaadout chain was outsourced to
another level of the laboratory hut. For the signal transmisto the main amplifier boxes on
the upper floor, standard category 6 network cables are Ubedoxes are custom-designed as
well, linearly amplifying the diferential input in two steps by making useAiD8369digitally
controlled variable gain amplifiers [httg], followed by &8130differential receiver [httf].
The latter reconverts the signal to single-ended outpus possible to vary the gain between
0.5 and 89 to ideally match the FADC input range. One main di@pbox is constructed to
process up to 8 signals and therefore capable of coveringGldefectors.
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Figure 3.5: Interaction depth plotted against energy dépasor LNGS 2011 - 2014 data [Old15]. Prominent
background features are labelled and numbered w.r.t. ¢higin: (1) 8 decay of''3Cd, (2)y-line from e'e -
annihilation, (3)y-line from“°K EDC, (4) @ decay of'%Pt, (5)a decay 0f2%Po, (6) hump region most likely due
to radon progenies on the Delrin holder structure.

FADCs

Up to this point, the signal is fully analog. The digitizatiess done by commercigbtruck
S1S330xast analog-to-digital converters (FADCs). The 8 outpghsais of one main amplifier
box are fed into the 8 FADC input channels. Here they get sathpith a rate of 100 MHz
and 10 bit resolution, delivering 10.24 long pulses to the computer for storage. As the maxi-
mum length of physically induced pulses is approximatekg,lenough pre- and post-baseline
information is stored for analytic purposes.

Pulse Generator

For the synchronization of the 16 FADCs and to test the DAQrcimalependently of the hard-
to-access detectors,Berkeley Nucleonics PB+aulse generator has been installed. It can di-
rectly inject well-defined pulses to each of the 128 preainepdi, getting there dierentially
and being transformed into single-ended signals insidgtbamplifier box. Pulses from the
generator are flagged as such in the data in order to sephesteftom detector pulses retro-
spectively.

3.3.3 Current Status

Up to date, the COBRA demonstrator has collected an expasuoeighly 300 kgdays. Regu-
lar calibration runs witif?Na and??®Th make a monitoring of the detector performances possi-
ble. The average energy resolution of the operating deteistd .5 % at the Q-value 8°Cd.
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CPG detectors allow also for the reconstruction of the adgon deptle, as will be explained
in more detail in section 4.1.3. In figure 3.5 the interactiepth is plotted against the deposited
energy for the events collected between 2011 - 20T4e depth is given in relative units, 1
denoting the cathode and 0 the anode level of the detectoeviéots outside the crystal region
the reconstruction algorithm performed incorrectly. listtepresentation a couple of features
are visible that can be linked to background sources disdussforehand. The most prominent
plot domain (1) originates frorht3Cd, which is naturally abundant in the detector material and
decays intd*3ln in a8~ process, depositing up to 316 keV of energy. The processuiallgq
distributed throughout the entire detector and therefpgeears as a vertical line in the plot.
This intrinsic source cannot be shielded, insteadtirs a good opportunity to continuously
investigate the performance of the detectors. Gehat. published results of a long-term study
in which they report excellent results for CZT operationemis of detector performance and
stability [G*15]. They can claim to build on the longest ever performed @Zdasurement
under low background conditions.

Further vertical lines in the plot arise at 511 keV froheeannihilations (2) and at 1460.8 keV
from electron capture (EC) 6K (3). Horizontal structures appear in case of locally deleern
contaminations like e.g. radionuclear deposits on the aodl cathode side of the detector.
This holds for the long living*°Po, which is part of the uranium series and decays 3tffeb
under emission of a 5305 ke¥ (5). The cathode blob around 3249 keV (4) is due todhe
decay of'%Pt into 18¢0s, since platinum is part of the cathode material. THEt decay is
also visible at the anode side (7), here as a reconstructiefaet at twice the Q-value. A
wrong energy reconstruction can happen near the anoddststata from this region has to be
treated carefully in the further course of the analysis. Sdme applies to the region between
0.7 and 1.0 (6), where many events are located whose origildl cmt definitely be assigned
yet, although radon progenies on the Delrin holder stracine under suspicion.

One way to avoid background from surfaces would be the CZTadjo® in a liquid scintillator,
which would serve as an active veto. This option was suctigsésted [Old15].

For the given reasons, neither the region near the anade®) nor events from the highly
contaminated cathode ¢ 0.97) are taken into account in the later analysis. Furtheentor
is possible to recognize events from the lateral crystdhsaes by regarding the pulse shapes
[FT*14], see also section 4.1.2. Another pulse shape analysigsalor the identification of
events, in which particles leave energy at several spokeidétector, so-called multi-site events
(MSE) that lead to a wrong reconstruction of energy and auson depth and are therefore
unwanted [Zatl4]. The impact of the lateral surface eve®H) cut and the MSE cut are
demonstrated in figure 3.6.

In the plot, the green bars mark the interesting energy negior several £33 isotopes under
investigation. On the basis of the current count rates, idwwets on half-lives for the 53 de-
cay could be calculated, listed in table 3.3'B]. For!“Cd, the COBRA demonstrator holds

2The plotted data was previously cleaned from unphysicaitsve
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Figure 3.6: Count rate of the demonstrator with 218.@lk&gs exposure [SZ]. The rate is plotted foffelient

combinations of applied cuts to show their impact on the.dataen bars mark the interesting energy regions for
several @88 isotopes under investigation.

Table 3.3: Limits on half-lived,,, for the O/88 candidate isotopes under investigation, 90 % C.L1§).

Isotope| Ty [10%y]

HeCd 1.4
H4Cd 2.4
128Te 2.5
130Te 8.3
07Zn 6.0-10°3

the world’s best limit with a value of.2 - 10?*years at 90 % confidence level.

3.4 Large-Scale Prospects

The development of a large-scalesB experiment is driven by the half-life sensitivil};/f/v2

which is aimed at. It depends on the abundaacd the decaying isotope, the detectidii-e

ciencye, the detector mashl, the runtimet of the experiment, the background indBxtypi-
counts

cally given inW, and the widthAE of the search window, depending itself on the energy
resolution of the detector [Sch13]:

M-t
B-AE

T, ca-e (3.1)

In order to touch the upper bound of the inverse hierarchy lirathe(rngﬂ> plotin figure 2.2, an
effective Majorana mass bigger than 50 meV must be excludedordicy to equation (2.24),
this corresponds to #°Cd half-life of T}, = 2- 10?°years, if the required matrix elements are
chosen favorably. Whil@, € andAE are limited due to technical reasons, the increaskl of
causes high costs and a measuring time of more than 10 yewsdssirable. The background
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Figure 3.7: Half-life sensitivities of a possible largealc COBRA experiment. The curves consider sensitivities
for three diferent detectionféciencies, whiles is expected to lie between 0.6 and 0.72. A possible largke-sca
COBRA setup is planned to have 400 kg of detector mass and egtieve the aim on/Vz = 2.10%®years within

a few years of runtime.

is the only parameter left and it is therefore worth to put edfort into its reduction. With

a 90 % enrichment if®Cd of the cadmium portion and a realistic energy resolutioh.®%,

it requires a background index Of% to reach the half-life sensitivities plotted against
exposure in figure 3.7. The curves consider sensitivitieshicee diferent detectionfécien-
cies, while a realistic value far is to find between 0.6 and 0.72, the blue and the red curve,
respectively. A possible large-scale COBRA setup is pldrinehave 400 kg of detector mass
and could achieve the aim ®f}, = 2- 10?°years within a few years of runtime.

While the detectors installed in the demonstrator have amelof (1x 1 x 1) cn?®, detectors
of (2 x 2 x 1.5)cn? are currently under investigation. Larger crystals ardgpable due to
their better surface to volume ratio. The tested grid dediffiers from the LNGS type. The
anode surface is divided into four coplanar subgrids whretratated against each other. See
figure 3.8 for a photo of the large quad grid type next to otheGQletectors. Even though the
channels for readout and voltage supply quadruple comparadcingle CPG, the segmented
grid structure opens up a variety of new analytical possigsland is therefore closely examined
in the laboratories at TU Dortmund and TU Dresden.

Current large-scale designs provide for a modular buildaged on 3« 3 detector modules,
eight of which form a module carrier. Eight such carriercpthnext to each other make up one
detector layer, and 20 layers would be operated one abowalibe In total this makes 11 520
detector units with a mass of 415kg in less than*voiume.

In [Heild] a multi-layer shielding for the described setupsadeveloped with Monte Carlo
methods. The total background due to natural and man-malit@aivity, cosmogenic back-
ground and thermal neutrons was conservatively estimatieltbelow 54 1073 k‘j\‘}“kg‘;r, already
including the data cuts described in the previous sectiommeet the required background

index of 1O3k§\‘}.“k’g_§r, further analysis cuts have to be developed.
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Figure 3.8: Three diierent types of CPG detectors. The small detector in frondégjaate to the model currently
used in the COBRA demonstrator at LNGS, behind it a simpleaipsl version can be seen. Left in the picture a
large detector with so-called quad grid structure is sholire model is under discussion for a large-scale setup.
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Chapter 4

Properties of CdZnTe CPG Detectors

A conventional semiconductor detector in its most simpédization consists of two electrodes

with a semiconducting medium in between. As soon as ionizdgation passes the medium,

electron-hole pairs are created and move towards the etlsstr Here, they induce charge
proportional to their number, i.e. to the energy depositetthé semiconductor, for the time of

their drift. The height of one integrated electrode sigsahierefore dependent on the point of
primary interaction. To solve this issue, the signals ohbeiode and cathode are taken into
account for energy reconstruction.

It is clear from this perspective that a full and accurat@nstruction of deposited energy and
interaction depth is possible only if both electrons anabdlead straight towards the respective
electrode. But what if charge carriers get lost along theiy®This is the case when electrons
and holes recombine or get trapped in crystal defects. Thigeclfetime denotes an average
value for a drifting period uninterrupted by trapping oraethination. A large outcome for
the product of mobility: and carrier lifetimer is thus a hint for a good detector performance.
ut products for typical detector materials can be looked umintet 3.2. Withure in the order

of 103 cm?/V, the value for electrons in CZT is by far lower than for genean or silicon

(> 1cn?/V each). For holes in CZT, the situation looks even worse with~ 107° cm?/V.
Since trapping is a statistical process, the deficit esfygamhole statistics cannot be overrid-
den by calibration adaptations and leads to a loss in enespfution.

In 1994, P.N. Luke proposed a modification of the electrodectire to improve the CZT de-
tector resolution [Luk94]. Similar to the function of a Fafsgrid [Fri44], a further electrode is
added at the anode side of the detector in order to do withewtdthode signal. The two anodes
intertwine in a comb-like structure, schematically visii figure 4.1, giving the coplanar grid
(CPG) detector type its name. See figure 3.8 for a realistcession.

This chapter is dedicated to the functional principle ammbnstruction methods of the CPG
detectors currently in use for COBRA. Emphasis is put on tiifegroperties of the generated
charge carriers in CZT, including trapping, electrostatioulsion and thermal fiusion. The
behavior of charge clouds is of great importance to the dgveént of a detector simulation,
see chapter 5, and patrticle discrimination based on pubggeséinalysis, treated in chapter 6.
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T10mm__

Figure 4.1: CPG detector scheme. On the upper side of the cuystal, two intertwining, comb-shaped anodes
are mounted (colored blue and red). The cathode plane ig &iothom of the cube (yellow).

4.1 Signal Generation

4.1.1 Shockley-Ramo Theorem

In solids with a crystalline atomic structure, the elecicanergy states overlap and form bands
with forbidden gaps in between. Charge transport is onlsipdes in bands which are not
fully occupied. If the Fermi level lies within a gap, i.e. th@al number of electrons in the
crystal is adequate to exactly fill up a certain number of gpnédrands, the crystal is either
classified as insulator or as semiconductor, depending ®sigeE, of the gap between the
uppermost occupied band, called valence band, and the mghdrtband, called conduction
band, and thus on the possibility to reach electrical cotiditichy the excitement of electrohs
Otherwise, when the Fermi level lies inside an energy bdreditaterial is a metal and has high
conductivity.

Inside a semiconductor, an electron can easily be liftethftbe valence to the conduction
band, e.g. by thermal excitation or in scattering processtsionizing particles. The band
gap measuregy = 1.6eV in CdoZng Te. The average energy needed to create an electron-
hole pair is called ionization energy and is a little higheg{ = 4.6 eV for CchgZng1Te). The
electron in the conduction band and the unoccupied stakeinalence band, spoken of as hole,
can subsequently migrate through the crystal.

An ionizing particle passing the detector leaves a tracéeat®n-hole pairs in the material. The
number of generated charge carriers is proportional to ¢épesited energy. In the presence of
an electric fieldE, they start moving along the field lines, thus inducing a gb# on the
electrodes. The former method to calcul@evas to integrate the normal componentobver

1The boundary between insulator and semiconductor is nalates but typically set arounfly = 5eV.
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the surfaces surrounding the electrode — for every point along the ttajgc In the late 1930s,

W. Shockley and S. Ramo independently found that in a vacwulo®, Q can be gained much
simpler, making use of a dimensionless weighting potentialSho38, Ram39]. According to
the Shockley-Ramo theorem, the cha@educed at the electrode by a moving point chajge
is proportional to the change iy () along the trajectory:

Q=-aAgw(r) - (4.1)

ow(P) is the electric potential that would be present in the deteia case the respective elec-
trode was held at unit potential, with all other electrodesugded. Oncey(P) is calculated
for a certain electrode constellation, the signal shapehaight can be predicted for every
point of interaction and independently of the actual ampbéectrode potentials. In the later
course it was proven that equation (4.1) holds not only fauuan tubes but for a wide range
of detectors, including the CPG type, even in the presenspaxe charge [Jen41Tl]. A re-
view of the Shockley-Ramo theorem, its proof, and sevenaliegtions can be found in [HeO1].

4.1.2 Pulse Shapes

The anode structure in a CPG resembles two intertwining spmapresented in red and blue
in figure 4.1. While a high negative potential (HV) of typilyal-1 kV is applied to the cathode,
yellow in figure 4.1, one anode is operated on low negativemn@l of about-100V, and
the other on ground potential. In consequence, electronvénmdn the crystal feel a constant
electric field until they reach the region immediately inrft@f the anodes. The bias between
the anode grids (grid bias, GB) causes the electrons totowtirds the grounded anode, which
is therefore referred to as collecting anode (CA), in catttathe biased non-collecting anode
(NCA). What does this mean for the signal shapes?

Figure 4.2 shows the calculated weighting potentials foP&Qlesign across a plane through
the center of the detector, perpendicular to the teeth oatltoele combs. The coordinates are
normalized to the detector dimensions. Along the drift ctien z of the electrons, with the
cathode placed &= 1 and the anodes at= 0, ¢y (F) rises linearly throughout the bulk of the
crystal with a slope og, equally for both CA (a) and NCA signal (b). Near the anoggg[)
splits up, inversely for CA and NCA. Guided by the electri¢dignes, the electrons will move
to a CA strip, corresponding to an upward-bent CA signal adavenward-bent NCA signal.
Figure 4.3 (a) shows a typical CPG pulse. Time is displayetherx-axis in units of FADC
samples. The red and blue signals correspond to the CA and K&Spectively. They start
rising as soon as energy has been deposited in the crystahdisample #550. Analogous
to the electric field, the slope is constant and equal for B@hals, just until the first drifting
electrons enter the near-anode region, around sample #é@ihg dfected by the GB here.
According to the weighting potential, the CA signal now bggh, and the NCA signal bends
down instantly. The charge collection process is complefieein the pulses reach the flat post-



4.1. Signal Generation 39

CA weighting potential

NCA weighting potential
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(a) CA weighting potential. (b) NCA weighting potential.
Figure 4.2: Weighting potentials of CA and NCA across a pldmeugh the center of a CPG detectot IB]. In

both casesypy rises linearly throughout the crystal bulk, and splits upmbe anodes a = 0 to become much
steeper.
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(c) Lateral side event with dippingfliérence signal. (d) Lateral side event with early risingftérence sig-
nal.

Figure 4.3: A selection of typical CPG signals. The CA sigaabolored in red, the NCA signal in blue. The green
pulse is the dierence of both.



40 Chapter 4. Properties of CdZnTe CPG Detectors

baseline level around sample #620.

As stated in the following section, the energy reconstacéilgorithm is strongly related to the
difference between CA and NCA signal, plotted green in the sapyies. For a standard cen-
tral event such as shown in figure 4.3 (a), thi@edtence pulse is flat until the divergent behavior
of CA and NCA signal near the anodes causes a fast rise. Bstulg of the diference signal
also has a meaning beyond the energy determination. It imptiteg candidate for pulse shape
analysis since it shows only slight energy dependence, amtident distortions on CA and
NCA signal are cancelled out.

Assuming that a traversing particle leaves energy in distietector regions, the signal is a
shifted superposition of the discussed properties. Thighimesult in a stepwise signal rise. An
example for a so-called multi-site event is shown in figu@(®). By obtaining more than one
peak in the derivative of the fierence signal, such events can be classified [Zat14].

Another application is the identification of events from tageral detector surfaces [FI4].
Due to weighting potential deformations, such events shmwescharacteristic features in the
difference signal, depending on the detector side with respdbetanode geometry. In the
case that the outermost anode strip belongs to the NCA, ffexefice signal dips significantly
below the pre-baseline before rising to its final baselinellesee figure 4.3 (c). For a CA strip,
the signal rise sets in earlier than usual, see figure 4.3 (d).

The identification of multi-site and lateral side eventsvggtiow the recording of pulse shapes
provides valuable information with respect to backgrousdliction.

4.1.3 Reconstruction of Energy and Interaction Depth

The change\q in induced charge on the CA and NCA and thus the signal angggwcan be
derived from the Shockley-Ramo theorem:

1 1
AQca = EQO(Z +1), Adnca= EQO(Z— 1) . (4.2)

Qo denotes the total amount of generated charge carriers agideistly proportional to the
deposited energ¥qep Edep Can be obtained by calibration using sources with well-éefin
energy peaks. By convention, the relative interactionlie@ defined to be 0 at the anode plane
and 1 at the cathode, so that the mobile electrons drift iategp-direction. From the relations
in (4.2), itis apparent that the cathode signal becomesletesior energy reconstruction, since

Qo = AQca— Alnca s (4.3)

and also the interaction depth can be gained using

7 AQca + Alnca

Alca — Alnca

As a zeroth-order approximation, equations (4.3) and @e4yribe an ideal detector, but have
to be adjusted to take into account intrinsic carrier trag@tects which are unavoidable in real

(4.4)
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detectors and become perceptible especially in CZT. Fartsweith higher interaction depth,
I.e. events with longer electron drift, the signal loss duelectron trapping is higheAgnca,
basically rising with the interaction depth, is weightedhna factorw in the signal diference
to counteract thisféect. w is defined to be smaller than 1. Its physical meaning is linkihd
the mean electron trapping lengtlvia

l1+w
“1-w

The weighting factor has to be obtained experimentally &mhedetector. Since trapping results
from crystal defects, see section 4.2,2¢can also be understood as a kind of quality indicator

(4.5)

for detectors.
The obtained total charge deposition, now corrected fateda trapping, reads

Qotc = AQca — WAQNCA - (4.6)

It is possible to consider trapping also in theeconstruction:

1Aqca + Alnca
AAQca — Aldnca

In the limit of highw, i.e. towards an ideal crystal, this expression becomegdhath-order

Ze=Aln|1+ (4.7)

formula from equation (4.4).

Although the cathode signal is not used, there is also a sSmpdct of holes to the reconstruc-
tion. Drifting holes add signal to the anode pulses. In tHfeedence signal and therefore in
the determination oE these contributions cancel each other. Though, iretteezonstruction,
which is based on the sum signal, they add up. The trappingleEhwhich is very likely to
happen within the signal measuring time, makes things evee ocomplicated and theoretically
demands for a treatment like for electron trapping, butkenli the mean hole trapping length
p is difficult to determine. This results in an overestimatiorz of about 10 % for events far
from the cathod& For events near the cathode there is no overestimatiorg e holes get
directly collected.

A full description of the analytical model used to derive atjons (4.6) and (4.7) can be found
in [F*13].

4.2 Charge Cloud Dynamics

lonizing particles that pass the semiconductor detecaatemot only single electron-hole pairs,
but clouds of ten thousands of charge carriers. The behaf/grch clouds is driven by a com-
plex interplay of diverse physicaffects, some of which will be discussed here. An important

2The overestimation value is obtained from consideratiothefur products for electrons and holes. For CZT
these difer by a factor of 16°. Typical values fort are around 10, and therefqrés estimated to be at the order
of 0.1.
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issue for event reconstruction is carrier trapping, asudised above. Moreover, size and shape
of the clouds, as well as deformations throughout the diafg pn important role for the analysis
and simulation of pulse shapes.

4.2.1 Size and Shape of the Initial Cloud

A semiconductor detector is based on the fact that the nuofogenerated charge carriers is
directly proportional to the deposited energy., Once the ionization enerd¥, is known,
the numbeiN, of electrons in the charge cloud can easily be calculated as

Edep
Ne B Eion
Eionis4.64 eV for CZT. For the observed energies between 100 ke\saveral MeV this means
a total of 13 - 1(° electrons. Their initial distribution is linked to the i@mg processes and
depends therefore on the kind of primary particle. Highergetic, heavy charged particles are
slowed down mainly via electronic stopping, i.e. inelastdlisions with bound electrons in the
medium. Nuclear stopping, i.e. interactions with the ny@aly occurs for low energies. A
famous formula derived in the 1930s by H. Bethe [Bet30] an8léch [Blo33] states that the
energy loss-dE per path length ddue to ionization in matter is given by

(4.8)

2
- ‘;—5 _ 42;2;6 (m 2”:6" _In(1 -2 —,32) . (4.9)
Here, the elementary chargenultiplied by an integez gives the charge of the primary particle,
Vv is its velocity,ne is the electron density in the absorbeyjs the vacuum permittivity, andh,
is the electron mass$.represents the average excitation and ionization poteftiae traversed
medium. S is the conventionally used notation fgrwith ¢ being the speed of light. The
equation, predicting an energy loss, sometimes also cattgzping power, which rises with
the decrease in particle velocity, holds only for high eressg For low energies, the particle
accumulates electrons hence reducing fieative charge. Consequentlyfj—'i falls off again.
The maximum energy loss is reached wheis in the range of velocities of orbital electrons
inside the absorber medium. The loss plotted against thel@agth, depicted in figure 4.4 (a),
shows a characteristic maximum at the end of the path, cBiagg peak, which can in fact be
observed for heavy charged patrticles including alphas.
For fast electrons and positrons furthéieets have to be considered. In contrast to heavy par-
ticles, betas are as light as their collision partners aod large scattering angles are possible.
Furthermore, the calculation of energy loss has to accaurihé fact that the interacting parti-
cles are indistinguishable [Leo94a]. According to Bethe,dollision losses are given by

E 2E 2v—-1 1 -1 2
dx ~ 8redvmy|  21%(1-p?) Y 8\ v
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Figure 4.4: Energy loss as a function of travelling distafiocelpha and beta particles. In case of the alphas, most
of the energy is deposited at the end of the track at the deecBragg peak. For betas the curve is much more
continuous.

with E. being the relativistic kinetic energy of the beta partichel dhe relationy = \/11_?.
Additionally, radiative losses can occur e.g. due to breérakking, but these are hardly relevant
for the energies of interest. The shape of the energy loseglagainst the path length is shown
in figure 4.4 (b). The curve is much more continuous for bétas for alphas.

Gamma rays interact with matter infidirent ways. Depending on their energy, either photo-
electric absorption, Compton scattering or pair productiocurs. In each case, a free electron

(and an additional positron in the latter case) is produoeavhich equation (4.10) is valid.

Equations (4.9) and (4.10) both stat%% to be roughly proportional t(gé. Since alphas are
much heavier and carry the double amount of charge, theytheseenergy straight away and
penetrate the material much less than betas of comparadigyeNeglecting statistical energy
loss fluctuations, an average path lengtican be calculated for ionizing particles in matter by
integrating the inverse of the energy loss with respect &gn

Edep

de\™
ArCSDA:f(—&) dE . (411)
0

Arcspals called continuous slowing down approximation (CSDA)ganFigure 4.5 shows the
CSDA range for alphas and betas in Sn and CdTe, respectpelyed against the incident
particle energy. The data was calculated with the progra®®A%® and ESTAR, which are
distributed by the NIST. Since no CZT data was available, the materials were cho#én w
regard to similar atomic and proton numbefscspais given for the COBRA relevant energy
range below 3 MeV. While for alphasrcspais at the order oim, the betas cover up to mm
distances. Nevertheless, the CSDA range must not be uoddras the extension of the charge

3Stopping Powers and Ranges for Alphas, [htta].
4Stopping Powers and Ranges for Electrons, [httb].
SNationall nstitue ofStandards and echnology.
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Figure 4.5: Particle ranges plotted against particle gnfengalphas and betas in CZT or comparable materials in
terms of atomic and proton number. The CSDA data was obtdinedthe NIST programs ASTAR and ESTAR,
respectivelyArgouq is defined as the distance between the outermost creategeshaur.t. the initial momentum
direction of the primary particle. It was obtained from M@nsilations in CZTArcspa andArgeyg are given for
the COBRA relevant energy range below 3 MeV. While for alpth@sanges are at the ordenonh, the betas cover
up to mm distances.

cloud in the direction of the initial particle momentum. Rdiugh it is a first hint on it, the
actual longitudinal cloud sizar .4 is smaller since neither alphas nor betas travel straight
ahead through the material.

Figure 4.5 gives also an impressionAxf,,,4, defined as the distance between the outermost
created charges with respect to the initial momentum doeatf the primary particle. The
values were obtained from Monte Carlo (MC) simulations ghals and betas in C2TEach
data point represents the mean valuaf,,qs from 10 000 simulated particle tracks. For alphas
below 800 keVATr g is reconstructed as 0 since in this case Geant4 does notidepesyy

at more than one spot. The error bars were set w.r.t. the reanmsquare (RMS) of the
Aroug distributions and therefore reflect the degree of particétering. Although smaller, the
actual cloud sizes are at the same scale as the respectivé @8Des. Because electrons are
deflected harder, the deviations here are higher than ftiaalpThe deflection also accounts
for the lateral extension of the charge clouds, as can beisdgure 4.6 using the example of
1.7 MeV particles from the MC simulations. The alpha momefitar each collision are mainly
forward directed (meaning here: zrdirection), resulting in small lateral cloud sizes. Fotdse
on the other hand, itis not unlikely that the lateral cloutkesion even exceeds the longitudinal
size. Furthermore it can be concluded from the stopping p@nafiles in figure 4.4 that the
charge carriers generated by an alpha are highly concedtettthe end of the patrticle track,
leaving the cloud even more compressed than already doneelghort particle path. For an
incident beta however the distribution is expected to béla lnore uniform.

Figure 4.7 shows the simulated locations of energy depwsiti the crystal from both a ran-
domly chosen 1.7 MeV alpha and beta. The particles were slzadirection, the starting point
is marked with a red arrow. The projection of the particlehpat the depicted plane becomes

8All MC simulations described in this thesis were performéiththe simulation package VENOM, which is based
on the software toolkit Geant4. The used software is desadrit appendix B.
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Figure 4.6: Charge cloud extensions for 1.7 MeV alphas amaktia CZT as obtained from the MC simulation.
The particles were shot imdirection. For betas the large scattering angles causghddtieral extension.

visible and also do the discussed properties of alpha amadcbmids. The alpha track is straight,
with only small lateral components, while the beta is hamatteced frequently, causing the lat-
eral cloud extension to be as large as the longitudinal one.

4.2.2 Trapping

In high-resistivity semiconductors such as CZT the tragmh charge carriers plays an im-
portant role for the charge transport. Traps are localizestgy states within the otherwise
forbidden gaps between energy bands. Other than shallowritigs, which lie near the band

edges and are used for material doping, those states ateddocathe middle of the gap and

therefore called deep impurities. A passing charge cacaarfall into a trap and be immobi-

lized for a while. The time until the carrier is detrapped agléased into the band from which
it came can be longer than the signal collecting time of thteaer, so that the charge is lost
for the rest of the signal. There are deep impurities thatapable of capturing both a hole
and an electron which subsequently recombine and will ngbliected at all. In most crystals,

recombination through such centers is more common thantd@eombination across the full

band gap [Kno10].

The main contribution to trapping comes from impuritiest thiase from noble metal contam-
inations. These can be reduced during manufacturing bysbeetihigh-purity basic elements
and an appropriate production process. Structural devgth# the crystal lattice such as Cd
vacancies or interstitial Te atoms behave as acceptors @matsl respectively, and are much
more dificult to avoid.
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Figure 4.7: Locations of energy deposition for MC simulagegnts in two dimensions. The projection of the
particle path on the depicted plane becomes visible. Thicler were both shot ig-direction. The starting point
is marked with a red arrow.

During the cutting process of the crystal, irreversible dgmis done to the surfaces. Although
the outermost crystal layer is removed after the mechawigting by mechanical polishing
and chemical etching, the trap density towards the surfadgpically still much higher than in
the bulk of the crystal. The surface quality of CZT crystaksvinvestigated e.g. by Teppetr
al. [Tep01].

The average time that a carrier is trapped before beingseteis called detrapping timg, as
opposed to the trapping timethat a carrier can move on average in the medium before being
trapped. Both times depend on the purity and manufactuniaggss of the individual crystal.
Typical CZT values forr are at the order of 100 ns for both electrons and holes [Bal09.3].
While recent studies suggest thatcan be of the same order or even smaller {RE, the
common opinion is thaty is one or two magnitudes higher thafBal09].

In the limit of a large number of mobile charge carriers, & equation can be formulated for
the total amount of moving charggafter drift timet in the detector with respect to the initially
deposited charg®q:

Q__Q,0-Q (4.12)
dt T Td
The solution of this dterential equation is
Q) 1 1 t ot
Qo_%“+l+é+1eXp T 1q) (4.13)
which in the limit of a high detrapping time becomes
Qb _ exp(_i) . (4.14)
Qo T

Statistical fluctuations are neglected here.
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4.2.3 Thermal Diffusion

The charge cloud represents a region of high carrier corat@n compared to the residual
environment. Subsequently the carriers migrate over tiora the region of high concentration
to regions of low concentration in order to drive the systewdrd a state of uniformity [Sze07].
According to Fick’s laws of dfusion from 1855 [Fic55], which follow from the continuity
equation, the distribution of a charge dengitgs a function of time is determined by

— =Dv°p, with D=—pu . (4.15)
(at diff €

Here, all other impacts on the charge movement are negldgiésithe Boltzmann constari,

is the temperaturee is the elementary charge apd denotes the carrier mobilityD is called
the difusion codficient. For electrons in CZTD is approximately 25sﬁ. Assuming the total
amount of charge to be initially concentrated at one singte, she broadening due toftlision
would make the cross section through the distribution ater imet resemble a Gaussian
function [Kno10]. A spherically symmetric Gaussian chadgesity is described by

Ne r
p(r, t) = W eXp(—T(t)z) s (416)

whereo is the standard deviation amdlthe number of charge carriers of the respective type.
This is inserted into equation (4.15). Multiplying byand integrating over the volume yields

dogit1 (1)
— 7 -2D 4.17
5 (4.17)
[B*09], leading then to the solution
O'diff(t) = V2Dt . (418)

Another way to see this is the picture of single charge carirestead of a charge density. Here,
equation (4.18) has the meaning that after a time stegadh carrier will have travelled the
distance d, where d is Gaussian distributed withg; ; (t) = V2Ddk.

To calculate the total cloud radil;+ after the difusion timet for a realistic initial cloud size
Ri, which should reasonably be larger tharR9.andois ¢ (t) have to be summed quadratically
[D*05], thus

Raif(t) = \/R(2)+0'diff(t)2 = \/R(2)+2Dt : (4.19)

4.2.4 Electrostatic Repulsion

Within the cloud, repulsive forces act on the charge caiere to the presence of their mutual
Coulomb potentials. These forces are stronger the morieraare present and the closer they
are sited. With the relation
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j'=pukE (4.20)

for the current densitf, the charge density, the carrier mobility: and the electric fiel&E of
the distributed charge one can devise the continuity egu&bir electrostatic carrier repulsion

WV G (B) . (4.21)
().,

Thermal dffusion and external electric fields are being neglected. dgmals to the proceed-
ing in case of dtusion, a diferential equation for the standard deviatio, of a Gaussian
distributed charge cloud can be derived:

= 4,22
ot 127%2g0e;0rep(t) ( )

whereg, is the relative permittivity and all other notations are g#zene as before. There is
no analytical solution to equation (4.22), but E. Gattal. [G*87] showed that for a uniform
spherical charge distribution with initial radi&g the radiusAR,, after drift timet is given by

3uNet
MReolt) =y o - (4.23)

SinceAR¢p(t) goes with the cube root df the total radiusk¢y(t) is obtained by building the
cubic sum ofRy andAR¢p:

3 3 3uNet
Replt) = /RS + AR = 3RS+ 21— (4.24)

So far, thermal dfusion and electrostatic filusion were considered isolated from any other
effects. In a real crystal, the actual expansion of the chamelolvould always be due to both
effects. If they were two independent processes, one couldysiaaa their contributions to

the cloud size quadratically, such as proposed by Dorehet. [D*05]. Benoitet al. [B*09]
modelled the migration of single electrons in large chatgads in CZT using iterative Geant4
simulations. They found that the cloud radius resultingrfrihhe quadratic sum slightly over-
estimates the actual cloud size. The reason is the coupéitvgelen both #ects, since after a
time step dlthe impact of repulsion decreases due to the simultanegassion from thermal
diffusion, so that theoretically equation (4.24) — or its edeivewith the numerical solution of
equation (4.22) — would have to be recalculated after eaoh step.

Anyhow it is possible to reflect equations (4.19) and (4.84rder to make a general statement
about their contributions to the total cloud expansiog; s andAR, expand as the square root
and as the cubic root of time, respectively, and so repulsiag become the dominanffect
for short drift times in a detector. The impact is also deggrnan the number of charge carri-
ers and therefore on the amount of deposited energy. Simce@eductor detectors are often
used for spectroscopic purposes where gamma radiatior iratige of several tens of keV is
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detected, electrostatic repulsion is hardly discussdakiterature concerning carrier drift. For
high energies in the range of MeV, it definitely has to be takémaccount.

Generally one might argue that the carriers in the chargedciye far from being Gaussian
distributed and the analytic models both in this and in thevjous section are not suitable for
realistic statements. But as could be shown by Beeabdl. the time evolution of the RMS
values is not too dependent on the details of the distributiDeviations are reported to be
around 5 %.

4.3 Electric Field Studies

While the drifting electrons induce a signal which followtweighting potential introduced
in section 4.1.1, their actual movement is mainly deterhimg the distribution of the electric
potential. The generated charge carriers follow the eteild lines until they finally get
collected by an electrode. The above explaingflidive and repulsivefiects are superimposed
on the drift.

The internal electric field is dominated by the biases applethe electrodes. Further contri-
butions arise from surfaces and metal-semiconductor ipumeiat the electrodes, all discussed
in the course of this section.

4.3.1 Electrode Biases

A simulation of the electric potential inside an ideal 1°6BZ T detector was carried out by using
the finite element modeling software COMSOL Multiphysijcat first disregarding possible
effects due to surfaces and junctions. The underlying anodaegepis depicted in figure 4.8.
It was adopted from the detectors currently used at the COBBAonstrator. The scheme
also shows the guard ring which is surrounding the anodes goighrevent leakage currents to
flow between cathode and anodes. The HV was setlthV and the anode potentials were
—100V and 0 V. The guard ring was set to floating potential. Telative permittivity in CZT
was assumed to be 10.9.

Figure 4.9 shows results from the simulation in the form dbcplots. The electric potential
in (a) is plotted on multiple slices through the detectorteen For the plane perpendicular
to the anode stripes, in (b) also the electric field is indidadty lines following the potential
gradient. The simulation is consistent with the assumptjaeviously made, saying that the
field is constant throughout most of the crystal. The fielddiare not getting remarkably bent
until the last eighth of the way toward the anodeg at 0. In a closer look at the field lines
landing on the anodes it can be observed that they do not@ktea CA strip, colored in red.
Some lines lead to the outermost NCA, colored in blue. Ingmacdhis could result in charge

"The software is briefly described in appendix B.



50 Chapter 4. Properties of CdZnTe CPG Detectors

Figure 4.8: Scheme of anode geometry used in electric figldlations [JD]. The measurements were set with
respect to the detectors currently used at the COBRA demadostNumbers are given in mm.

G 0.005 0.01
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(a) Multislice plot of the electric potential. (b) 2D plot of the electric potential. The CA is col-
ored in red, the NCA in blue.

Figure 4.9: Simulation of the electric potential of a 1%c8PG detector. The applied voltages wete = —1kV
andGB = 100V. The 2D plot in (b) shows the potential and correspogdield lines on a plane through the
detector center perpendicular to the anode strips.



4.3. Electric Field Studies 51

sharing, meaning that for events near the adjacent surfatcallrcharge carriers are collected
by the CA. The energy for such events would be underestimatid reconstruction.

4.3.2 Space Charge Regions

As mentioned in the context of trapping centers in secti@4the density of states inside the
forbidden energy gaps is very high near surfaces. This islgndue to the mechanical cutting
of the crystals during manufacturing, which causes strattattice defects. But even with an
ideal surface with atoms at bulk-like positions, new elegit levels and modified many-body
effects are formed due to the change in chemical bonding — a leases tonclusively given at
a surface. Mobile carriers can occupy the surface states/dimépresent a perturbation to the
local charge balance. Consequently, neighboring carmiettse opposite charge will rearrange
to compensate for the additional charge. Since the densitsee charge carriers is low in
semiconductors, the screening lengths are high companegtals. In semiconductors, these
are at the order of hundreds of dngstroms instead of atoistantes in metals. Such spatial
regions of redistributed screening charges are callecesgia@rge regions [LUt15]. Depending
on the concentration and the type of surface states, theséead either to an increase or a
decrease in conductivity. In CZT, surface regions are Wgsuabre conductive than the bulk of
the material.

In addition to surface states, fixed interfacial charge @apresent, when an oxide is deposited
on the semiconductor surfaceIL]. High surface conductivity and fixed interface chargeeha
an impact on the electric field that can reach up to severalieals of microns deep into the
bulk of the material [PO1].

Space charge regions can also form inside the bulk of thaatyysg. at grain boundaries.
Furthermore, inclusions and precipitates of Te form regiohhigher conductivity due to the
narrow band gap of Te~ 0.3eV). These may distort the electric field distribution ahd t
carrier transport [Car06]. In an undisturbed, constardtatefield, the detector signals should
rise linearly. This is the ideal case for drifting chargeuds that have not yet reached the near
anode region. Field perturbations in the bulk should tleeeebe visible in the pulse shapes.
All of the operated detectors at LNGS, however, show a behas depicted in figure 4.3. The
linear part of the slopes do not show any sign of systematicature. If space charges are
present in the bulk, they are not strong enough to visifilgch the signals. The same goes for
the impact of Te inclusions and Te precipitates.

4.3.3 Metal-Semiconductor Junctions

The electrode contacts on the crystal form metal-semicthodyunctions. To understand the
electronic behavior inside the CZT, it is helpful to onceiagansider the band schemes of the
involved materials. Figure 4.10 shows the energy bandsé&€&) and after (b) connecting a
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Figure 4.10: Formation of a Schottky junction using the eplnof an n-type semiconductor [Sin00]. The work
function of the metaéd, is higher than for the semiconductor, i®bs. Subsequently, the Fermi levets,, and
Ers are diferent. When both materials are brought into contact, thieempailibrium requires the Fermi levels
on both sides of the interface to be equal. Electrons fronttmeluction band will flow into the metal, causing
both conduction and valence band to bend up. The elecfiorita eys remains the same before and after the
connection. The resulting potential barrier, given as ifeence betweeaD,, andeys, prevents electrons to flow
from the metal into the semiconductor and is known as the tBghbarriered,. W is the width of the arising
depletion layer.

metal and a semiconductor. The work funct@h is defined as the minimum thermodynamic
work needed to release an electron from the material intoudside vacuum. In the depicted
case, it is higher for the metal than for the semiconducter,®,, > ®,. Subsequently, the
Fermi levelsEr,, andEgs for the metal and the semiconductor, respectively, dferint. In the
example, this dference is further enlarged due to an n-type doping of thecmrductor, lifting
up Ers a little. When both materials are brought into contact, ttedrequilibrium requires the
Fermi levels on both sides of the interface to be equal. Tiwed@dge of the conduction band
is marked a<c, the upper edge of the valence bandEgs Electrons from the conduction
band will flow into the metal, causing both conduction ancemak band to bend up until the
equilibrium is reached. The electroffinity eys, defined as the éierence between vacuum
energy andEc, remains the same before and after the connection. Theingspbtential barrier,
given as the dierence betweeed,, andeys, prevents electrons to flow from the metal into the
semiconductor and is known as the Schottky bamy. The width of the arising depletion
layer is labelled a8V in the scheme.

If a voltageV is applied to the system, this has an immediate impact onahd btructure, as
depicted in figure 4.11. The positions of the Fermi levelssigfted against each other, while
the direction of the shift depends on the bias. A forward jsae figure 4.11 (a), implies an
upward shift ofeVfor Eg¢, while a reverse bias, see figure 4.11 (b), has a contfBegte As can
be seen, this has a large impact on the semiconductor-tatteatrier, which keeps electrons
from flowing from the semiconductor into the metal. The déptezone is compressed in case
of a forward bias and stretched in case of a reverse bias. ThettBy barrier, on the other
hand, remains unchanged.
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Figure 4.11: A bias is applied to a metal-semiconductor tjonc[Sin00]. Depending on whether the bias is
forward or reverse, the semiconductor-to-metal barried, @so the width of the depletion zone, is decreased or
increased. The Schottky barrier, on the other hand, renuaicisanged.

The Schottky contact was explained on the basis of the eletihavior. For holes, the defini-
tions and processes work analogously.

Another electric field study was carried out with COMOSL Nipiftysics. Due to the complexity
of the anode geometry, it was necessary to reduce the prdbléwo dimensions in order to
implement the Schottky contacts. The simulated detecterava0Q:m x 1.09cm CZT strip
with two back-to-back Schottky contacts at the ends. Thehwid the strip was chosen w.r.t.
an anode pin, its length corresponds to the actual deteefihd All used material properties
are listed in table 4.1.

First, a simulation was done without any bias applied to feeteodes. It delivered the con-

Table 4.1: Material properties used in the COMSOL simufatio

Property | CZT | Cathode| Anodes
Densityp [g/cm?] 5.78

Relative permittivitye, 10.9

Electron mobilityue [cm?/(Vs)] || 1000

Hole mobility iy, [cm?/(VS)] 70

Band gapE, [eV] 1.64

Electron dfinity ey [eV] 4.4

Work functioned,, [eV] 5.0 5.3
Schottky barrieed,, [eV] 0.6 0.9
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Figure 4.12: Simulated charge carrier concentrations hotcy contact. No bias is applied between anode and
cathode. The electron density is reduced near the anodaésasadtowards the cathode. For the hole density it is
vice versa. The Schottky contacts are noticeable throughdle detector.

centration of charge carriers depicted in figure 4.12. The dwlor plots in (a) and (b) show
the spatial distribution of electron and whole density tigloout the detector strip. Figure 4.12
shows both carrier concentrations along the detector deptiss the middle of the strip. Due
to the assumed semiconductor electr@imdy and metal work functions, the electron density
is very much reduced near the anode and rises towards thedeatFor the hole density it is
vice versa. The Schottky contacts have iee that is noticeable through the hole detector.

In the next step, the bias between anode and cathode waslsgd@dv. The analog results can
be seen in figure 4.13. The space charge regions are mosyvwodetd back so that the carrier
densities are constant along the bulk. In order to see fiagteof the junctions at all, the color
plots had to be zoomed in massively. A density gradient isgareonly immediately near the
electrodes. The density drops within A in front of the anode in case of the electrons and
within 10um in front of the cathode in case of the holes. In terms of alisolalues, the elec-
tric field would be increased minimally due to the space obsrghereas a deformation of the
field would be spatially confined to a couplewgh. Assuming a drift velocity for of 1‘0%, see
section 5.1.2, the carriers would pass the region in lessdah@mnosecond. Given the sampling
rate of one per 10 ns, the temporal shaping of the detectoalsigvould not be fected.

To summarize the preceding results, the simulations corthiahthe internal electric field in
the bulk of the material is clearly dominated by the appliettages. Towards the surfaces,
deep energy states and fixed interfacial charges can mduifiyelld. The reach of suchfects

is expected to be limited to some hundredguwf. Space charge regions within the bulk do in
general not distort the pulses. The Schottky contacts atribdes should not have a measurable
effect on the observed pulse shapes either.
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Figure 4.13: Simulated charge carrier concentrationsladtBg/ contact. A 1000V bias is applied between anode
and cathode. A density gradient is present only immediatefisont of the electrodes.

It was formerly observed that the fraction of collected #laas at the CA and NCA is higher
than predicted by electric field studies, i.e. charge shdrappens less frequently than expected
[P*02]. This welcome fect might be due to layers of higher conductivity, which imtgan
result from surface states or metal-semiconductor junstio

A method to experimentally obtain the internal electricdief a CZT detector is to make use
of the Pockels fecf. Studies can be found in P9, Z99].

8CZT is transparent to light from the infrared (IR). The cajdtecomes birefringent when a voltage is applied.
When exposed to IR radiation, the electric and magneticovecif the light are rotated with the intensity of
the electric field. Since the birefringence changes liyeaith the field, the Pockelsfiect is also called linear
electro-optical &ect.
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Chapter 5
Development of a Detector Simulation

Event simulations for COBRA are generally carried out by éé@ased MC simulations. For
the passage of a particle through matter, these method&eomemplex cascades of particle
interactions and processes. As a result, they predict thmuatrof energy finally deposited
in a specified volume, e.g. the detector. The MC simulatiomitgates at this stage, leaving
all further aspects such as charge transport inside thetdeter signal transport in the DAQ
chain untouched. In order to consider electronic and deteesponse, the MC data has to be
convolved with experimentally obtained detector uncattas. The obtained MC energies have
to be smeared retrospectively to consider the technicatigdd energy resolution in order to
produce realistic spectra.

This procedure is justified when considering well-underydtaspects of the detector behavior.
Or in other words: When the detector response to a certaaimtent is known, it is easy to ar-
tificially reproduce the fect in retrospect. When on the other hand the detector bahitself

is the field of interest, the above methods are not suitabjerare, obviously. Problems arise
for example when detectiorfficiencies for rare events such as double beta decays shadlbe d
termined. Since the experimental way is barred, a methotbHasfound to simulate the actual
particle detection, including transport and collectioncbfrges, leading to the generation of
signal shapes. In principle, a detector simulation is abvaguired when certain experimental
data is hard to get, either because the studied processtdanmuluced or because the detector
region of interest is experimentally hard to access. Thisdasase forficiency calculations for
all kind of data cuts that apply to bulk events. In this setise detector simulation is essential
for the dficiency determination of the alpha discrimination in chapteAnother example for a
possible application is the investigation of signal losserntain detector regions. The common
MC simulations will not yield any enlightening informatiam the so-called dead layers, but a
detector simulation can help to support or discard a hysighe

As a rule, the simulated results are the more accurate aralieg the more appropriate and
detailed the underlying processes are implemented. Tlaptehdescribes the development
of a detector simulation and presents simulated pulse shagpa result. These are compared
to real pulses and used to determine detector resolutidiesebeonclusively discussing the
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applicability of the presented method.

5.1 Process

The detector simulation presented here is based on a forengion developed for the COBRA
experiment by M. Fritts (University of Minnesota) which,thin the scope of this thesis, was
complemented with certain aspects of charge transport atr@nics impact. Furthermore,
the process was restructured in order to match current refelds application.

The diagram in figure 5.1 shows the basic course of the sifoualaAll adjustable input param-
eters are listed in a column on the left. Broad arrows indiedtwhich point these enter the
simulation. Framed rectangular boxes in the right-handrool represent the main processing
stages. Their sequence is pointed out by thin arrows, lgdatially to the output domain in the
bottom right-hand corner. Boxes with rounded corners simb@rinediate results.

The detector simulation calculates a pulse for a specifeatet event. In a first step, the desired
event needs to be simulated with VENOM. The type of primanyigla, its initial energy and
direction and also the starting point have to be specified NUE returns a ROOT file, in
which single points of energy deposition along the trackhefpirimary particle are stored. The
file is now passed to the actual detector simulation scrigthvbhan be run with ROOT. The
program starts with a loop over every single spot of energyodigion, marked in the diagram
by a black rectangular frame. The charge movement of hokkglkttrons is simulated, taking
into account the electrostatic repulsion between the relest Here, all spots are considered
isolated: The exact constellation to neighboring spotsritagnpact on the movement. The
charge carrier tracks are determined by the detector gepmeéheir speed is influenced by
the HV between cathode and CA, by the GB between CA and NCAarttie electron and
hole mobilitiesue anduy, in CZT. To calculate the corresponding signal, the knowdedfjithe
weighting potential is required. It is obtained from a COMS$Imulation, which in turn has
to be fed with the detector geometry. The weighting potéat@ng the carrier tracks delivers
the electron and hole contribution to the signal. In thigsteapping is considered in form of
a continuous signal reduction, driven by the parameteandp (see section 5.1.3). The two
obtained signal contributions are added. The result camBerstood as a signal from a dot-like
energy deposition. In order to take into account the whoeggndistribution in the crystal, the
signals from the entire loop are summed up w.r.t. the amoiuenergy deposited at each spot.
The energy weighted sum signal comes already very closestoegponse expected from the
plain detector. But since in a real system the additionaltedaics do not leave a signal un-
affected, the simulation has to undergo further treatment tkentaesemble a realistic pulse.
Therefore, a digital RC-CR filter is applied, demanding fog time constants;ise and .
Finally, noise is added, whereas the intensity is contidig an adjustable noise level.

The final signal is saved in the same ROOT format as the expatahdata. The sample rate
is also identical. The pulse height is stored in arbitrarigjiut since the shaping and noise
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Figure 5.1: Schematic course of the detector simulation.adjustable input parameters are listed in a column
on the left. Broad arrows indicate at which point of the siatigin these enter the simulation. Framed rectangular
boxes in the right-hand column represent the main proogssages. Their sequence is pointed out by thin arrows,
finally leading to the output domain in the bottom right-handher. Boxes with rounded corners show intermediate
results.
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features were implemented relatively w.r.t. the total ptigight, the simulated signals can
be scaled easily to compare them to experimentally gaines.ofhe signal length is 300
samples, corresponding t8. The diterence to the experimental signals with a length of 1024
samples is due to the absence of a pre-baseline and a shibptestebaseline. Additionally to
the signal, information like the total deposited energy endrdinates for the energy weighted
mean position of the interaction are stored.

A more detailed description of theftrent simulation stages will be given in the following
sections.

5.1.1 VENOM Event Simulation

A VENOM event simulation is needed as input for the detectmugation. The particle type,
particle energy, initial flight direction and the point ofigin can be specified. The simulated
distribution of energy deposition in the detector servedass for the initial charge cloud.
Since for one detector event VENOM returns by default ong/gsbm of all individual energy
depositions and the mean position of the interaction, thhecgocode has to be modified slightly.
Basically, the lines

if (htliter != fHitTable.end ()) {
(» fEdep)[(» htlter).second]+= edep;
return ;

}

in the scriptarray64SensitiveCrystalData.cc have to be commented out.

Care has to be taken in the choice of the Geant4 physics ésurkterground physics, the lists
Shielding and DMXPhysicsList are provided. Although thee®ting list proves more suitable
for COBRA [Heil4], only very few spots of energy distributi@re determined. By means
of these spots, the track of the incident particle is not gecable. Although depending on
the total deposited energy, their number is up to severaisidnad with the DMXPhysicsList,

instead. Tracks are identifiable and can be used as indisatio cloud sizes. Therefore, the
latter is the list of choice for the detector simulation.

5.1.2 Calculating Tracks
Charge Carrier Pathways

For every spot of energy deposition, the movement of boteshahd electrons is being calcu-
lated. At the spot of energy deposition, electrons and haleggenerated, treated here as an
inseparable package of negative or positive charge, régelgc The pathway follows a very
simple scheme. The holes are assumed to drift straight fh@n point of origin to the cath-
ode. They follow a path which is parallel to taelirection, i.e. perpendicular to the electrode
planes. This should in general approximate the orientaifaectric field lines in the bulk of
the crystal very well. The electrons on the other hand dnftards the anodes where they meet
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a much more complex field distribution. In the simulatioreyttare assumed to drift along the

Z axis up to a distance of 7Q0n toward the anode plane. So far the electric field is assumed
to be un#fected by the GB. From there on, the electrons head directlyetmearest CA strip.
The approximate value of 7Q0n was chosen with regard to the field line simulations preskent

in section 4.3.1. However, a fluctuation ®£800um would not have perceptible impact on the
final pulses.

The average speeg) of the charge carriers depends on the applied HV and GB. Ubiag
relation

v(r) = u(NEM (5.1)

stating that the instantaneous speed at a positisrgiven as the product of mobiligy(r) and
electric fieldE(F), the average velocity is estimated with an overall mapjliand the detector
lengthL to be
HV - GB/2
Vo :ﬂ\ﬁ(r”)\ N
Obviously, this is a simplification of both the path and thiteelocity of carriers. Depending
on the requirements concerning the accuracy of the pathivesyalso possible to calculate

(5.2)

both parameters directly from an electric field simulatiSame as the weighting potential, the
field can be calculated with COMSOL Multiphysics. The disagbage of this method is that
the field would have to be recalculated completely for evexny nombination of HV and GB,
whereas the biases can easily be adjusted using the simg@jgroach. The significance for
the generated pulse shapes however is marginal.

Effect of Thermal Diffusion and Electrostatic Repulsion

For an appropriate consideration of the charge cloud behalynamic &ects such as thermal
diffusion and electrostatic repulsion have to be taken intouadc@eneral aspects concerning
their nature and impact have been described in chapter 4., Nasvmportant to know how
they act on specific charge clouds in the fixed detector voliEgeation (4.18) implies that the
change in cloud radius depends on the drift tinad carrier mobility. Whem = 1000%,
HV = 1000V and GB= 100V are inserted into equation (5.2), a drift velocity opegxi-
mately 16% Is obtained. The maximum electron drift distance of 1 cm igeced for events
near the cathode. This leads to an approximate maximumtomié t,,.x ~ 1us. For these
values, equation (4.18) returns an expansionfaoent of ogirf ~ 70um, which has to be
added quadratically to the initial cloud size to obtain tloeid radius at the end of the drift, see
equation (4.19).

For electrostatic repulsion, the expansion is determiryeithd® codficient ARz, given by equa-
tion (4.23). Besides the drift time, it depends also on thalmer of charge carriers and therefore
on the amount of deposited enerfy., Assuming the maximum drift timeyRgepis 295um
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Figure 5.2: Charge cloud radifep(tmay) for maximum drift time plotted against the initial radiRs considering
electrostatic repulsion in a double logarithmic repreagon. Dashed lines mark typical initial radii for alphaglan
betas.

for Egep = 300 keV and 63pm for Egep = 3 MeV. These values have to be added cubically to
the initial cloud size to obtain the cloud radiRs(tmay) at the end of the drift, see equation
(4.24). In figure 5.2Rep(tmaxy) Was plotted as a function of the initial cloud radigsfor both
energies. Dashed lines mark typical initial radii for alpteand betas. The repulsivfect is
most pronounced for small clouds such as for alphas, entgutice radii more than one order
of magnitude. For the wide-spread beta distribution, thetixe efect is hardly noticeable.

So far, thermal dfusion and electrostatic repulsion have been consideregpamntiently of each
other. But since bothfiects are coupled, see section 4.2.4, they should in prenti@lcom-
bined. Although no analytic solution is available, the daling thoughts allow some statement
about their relative impact. The sought-for radius afterdhft, having been influenced by dif-
fusion and repulsion, is now called the real radRdsep(t). Since dffusion has an enlarging
effect on the cloud, it is clear that the cloud radRis, without diffusion is smaller than the real
radius. To define an upper limit f&i¢ 1 ep(t), ONE can conclude that the real radius is smaller
than the radius that one obtains when assuming that btgbte happen one after another, i.e.
first the repulsion radiuRep(t) is calculated and then inserted as initial radius Rite: (t). By
using equations (4.24) and (4.19), this can be formulated as

RS + AR ¢p(1)? < Ryt rep(t) < \/(Rg + ARep(1)3)3 + ogir (1)2 (5.3)

=Riow(t) ::Rup(t)

The lower and upper limit for the real radius are defineRggt) andR,(t), respectively. They
were plotted in figure 5.3 for alphas and betas of both 300 key/3MeV. The colored lines

1The order in which repulsion andftlision are applied to the radius is not ifidrent. The described order was
used for the upper limit since it returns (slightly) highaiues.
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Figure 5.3: Lower and upper limit for the cloud radius pldtegainst the drift time. The graph shoRg(t)
andRyp(t) for alphas and betas of both 300keV and 3MeV on a logaritrsuéte. The colored lines repesent
Row(t). For reasons of clarityrp(t) is plotted as a black dashed line in each of the four case¢sdpuintuitively
be assigned to a colored line.

repesenRy(t). For reasons of clarityr,(t) is plotted as a black dashed line in each of the four
cases, but can intuitively be assigned to a colored line. réakradius, which should in each
case lie somewhere betweRg,(t) andR,,(t), does obviously not dier too much fromRou(t).

It can be concluded that for the considered drift times,igag and energy ranges thiext of
thermal difusion is practically negligible. In order to find a good balambetween convenience
and accuracy, it was therefore decided to implement ffezteof electrostatic repulsion but to
neglect thermal diusion in the detector simulation.

The detector signal is dominated by the electron drift. Véithiew to the signal shaping, the
most important aspect of repulsion is then the extensioheétectron cloud in drift direction,
I.e. parallel taz. The lateral extension has only minor contribution to tlgmal and is therefore
not considered, neither is the hole repulsion. The enlaegeinz is induced by a variation of
the drift velocity of electron packages fronfidirent spots of energy deposition. The process is
schematically illustrated in figure 5.4. First, the initddud radiusR, is determined as half of
the distance between the two outermost spots of energy dieposith regard toz. By doing

so, the density profile of the cloud is not considered. A moeeige approach could be e.g.
the assumption of a Gaussian distributed cloud as basie@izk determination. However, the
results of the used method give satisfying results, as caede in section 6.4.

Next, the mean drift time is calculated from the average velocity given by equation (5.2)
and the mean position which is adequate to the mean distance to the arlade.prhe number
N of electrons is derived from the total deposited energy bgmeef equation (4.8). With the
electron mobilityue, the vacuum permittivityy and the relative permittivity,, the expected
change in radiuaR(t) can now be calculated as
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Figure 5.4: lllustration of theféective cloud enlargement. Blue dots represent electrokgums R, is determined
as half of the distance between the two outermost spots ofjgdeposition with regard ta t is calculated from
the average velocityp and the mean position. These are used to determine the change in radRusvhich is

realized by a variation of the velocity of electron packafyem different spots of energy deposition.

3 b3 3,ueNet_
AR = Ree) = Ro = R+ 2=~ Ry (5.4)

The drift velocitiesy; of the individual electron packages are now set to be unifpdistributed
within the interval

Vo — AV <V, < Vg + Av WithAV:%? . (5.5)
The result, as depicted in the scheme, is fiective stretching of the cloud in drift direction.
By doing so, the fact that during the drift the enlargemefibwes the cube root of, and not
linearity, is ignored. After the full drift, the enlargentgoroportional tot results by definition
in the same cloud size as an enlargement proportiongfttoBefore the end of the drift, the
simulated cloud size is underestimated. Actually, thisf@aseaning at all for the signal. Since
all single pulses from the individual carrier packages ararsed up in the end, the important
entity is the average velocity which does not change duhegtoud enlargement. The crucial
point is the end of the signal rise, which will get more smddi@ a larger extension ig,
independently of the former drift behavior.
If in the VENOM simulation all energy was deposited at onggkrspot, the drift velocity is
set tovp without variation. At least some tens of energy spots havgetsimulated to let the
effect of cloud enlargement on the signal appear smooth. Tleshbld energy for an appro-
priate treatment of repulsion depends on the particle tifoe.alphas, enough spots of energy
deposition are reached above 800 keV, for betas already0odeh)

On the basis of the predicted carrier track and drift veyotite carrier position is calculated in
drift time steps of = 10 ns and written to a vectort dorresponds to the FADC sampling rate
of 100 MHz.

5.1.3 Generating Signals

To calculate a signal, the weighting poteniigj() for the corresponding electrode has to be
known, see section 4.1.1. Therefore, a simulation with CQWU$ultiphysics was done for the



64 Chapter 5. Development of a Detector Simulation

CA and NCA. The electric field in the detector was calculatéith the respective anode set to
1V while all other electrodes were grounded. The result Wwan stored in a three-dimensional
ROQT histogranH,,, and can be used dimensionless as the weighting potentiaisohode.
ow(P) is independent of the actually applied voltages and adeglglit is suficient to simulate

it only once per anode for a given detector geometry.

The signal itself is generated as follows. For each carramkagei, the track is simulated
and written to a vectoVy,; as described above. The number of entrie¥,ig; is equal to
the desired pulse duration times the sampling rate. Foyg@sition inVyacki, the weighting
potential is requested froi,, and in turn written to a vectdv,, ;. According to section 4.1.1,
the amount of charg® induced by a moving chargeis now given as the change in weighting
potential along the track:

Q = —-gApw() . (5.6)

To consider carrier trapping, the amount of charge in th&ageis reduced by a relative amount
appropriate to the trapping time The reduction of the initial chargg, after drift timet was
introduced in section 4.2.2. For small time stepthe approximation

@ = exp(_Tdt) ~ (1 - %) (5.7)

Qo
is valid. In this approach, charges are not considered asetiésbut as a continuous quantity.
This treatment is justified with the high number of carridrattaccount for the signal.
In section 4.1.3, it was explained how the mean electronptrgplengthA is linked to the
experimentally gained weighting factar A is a dimensionless quantity which is relative to the
detector length.. With the average carrier velocity given by equation (5.2) and the electron
mobility ue, the trapping time for electrons can be approximated to be

AL aL?

Vo  uo(HV - GB/2)
To obtain the trapping time for holes, accordingly the holgbitity i, and the mean trapping
lengthp for holes need to be inserted.

With equation (5.6), the signal for a moving chamgean now be calculated, whitgitself is a
function of drift time, see equation (5.7). The initial anmbof chargey, is set to be an arbitrary
constant. The trapping time for electrons and holes can bealted by the experimentally

(5.8)

Te X

obtained valuesv andp, respectively. The calculated values fQw.r.t. V,, ; are written to a
vectorVesigi Or Vysigi for electron or hole packages, respectively. Both signasammed up to
obtain the contribution of energy depositignto the total signal, i.€Vsigi = Vesigi + Vhsigi- The
total signalVigior Can then be built by adding up all contributiovigyi. TheVsy; are weighted
by the energ)E; that was deposited at positionThis can be formulated as

Vsig,tot = Z EiVsig,i . (5-9)
i
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(a) CR high-pass filter. (b) RC low-pass filter.

Figure 5.5: Analog frequency filters [Le0o94b]. The basicuits of a high-pass and a low-pass filter are shown as
well as their éfect on a step function input pulse.

Vsigtot IS Written to a vector with the same sampling rate as before.

5.1.4 Adding Impact of Electronics
Frequency Filters

Electric circuits consisting of resistors and capacit@n act as frequency filters. A signal
is naturally composed of numerous sinusoidal componentdiltBring out certain frequency
ranges, the signal shape changes. Figure 5.5 (a) showsditecbanection of resistané®and
capacitance& that leads to a high-pass filter. For a dot-like energy déjoosin the crystal,
the detector signal would ideally resemble a step functitime dfect on such a curve is also
illustrated. As can be seen, the filter acts only on the flat gfathe pulse which is attenuated,
whereas the signal rise remains ffeated. The fall-& of the post-baseline happens corre-
sponding to the product & andC which is referred to as fall time;,, = RC. The attenuated
frequencied are below

1
f <
27T tall

Since the &ect on the pulse is the electrical analog to a mathematiterdntiation, the circuit

is also called CR dierentiator.

A low-pass filter is realized when in the circuit capacitaaoel resistance change places, see
figure 5.5 (b). The fect on a step function is complementary: Now the signal ssieiayed
while the flat level of the prior pulse is approached. Here,dharacteristic time constant is
called rise timer;ise = RC. The cut-dt threshold for frequencies is

(5.10)

1
f >
2 Trise

Due to the similarity to a mathematical integration, thefils often called RC integrator. More
on this can be found e.qg. in [Leo94b].

In particle detection, frequency filters are consciousidu® limit the bandwidth and to thereby
reduce noise. Apart from that, the whole DAQ chain featuteaerous devices and wires, all of
which carry intrinsic resistances and capacitances thmaficcen RC and CR filters. At COBRA,

an RC integrating circuit withise = 7 ns is part of the preamplifiers. The contained feedback
capacitor is discharged through a further resistor, leatbma preferably slow signal fall with

(5.11)
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Tiar = 140us [hp]. The commercial devices in the main amplifiers are meygloto have a rise
time of a few ns each [httg, httf]. The input stage of the FAD&Ehtains a 50 MHz low-pass
filter in order to prevent aliasifdSch11]. According to equation (5.11) this corresponds to a
rise time of 3.2 ns.

To implement a digital frequency filter, a discretized dggn of the related circuit has to be
found. For the high-pass circuit, Kirchfits Laws and the definition of capacitance lead to

Vout(t) = I(t)R ’ (5-12)
and

=2 with Q) = C(Vi(t) ~ Voul0) - (5.13)

whereV;, andV, are the in- and outgoing voltage signals, respectivaly/the current an@ is
the charge stored in the capacitor. Insertion of the retatioom equation (5.13) into equation
(5.12) yields

dt dt

In terms of discrete sequences,(xo, ..., X,) and {1, Yo, ..., Yn) for the input and the output signal
values, respectively, equation (5.14) reads

(5.14)

Vout(t) _ RC(dVin dVout)

Ttall
Xi—X-1 Yi—Yi . e
i = Tfan( e ' dtl ) = QhighYi-1 + Qhigh(X — Xi-1) » With  anigh = TfT?”—tJrl . (5.15)

In case of the low-pass circuit, equations (5.12) and (5ha8§ to be replaced by

Vin(t) = Voult) = (R , (5.16)
and
I(t) = Z—? , with  Q(t) = CVou(t) (5.17)

which can conclusively be rearranged to give

dVOUt

Vout(t) = Vin = RC
out(t) in ot

(5.18)

The equivalent for discrete samples is

2For signals sampled in time with frequenéy aliasing has the meaning that signals of frequencannot be
distinguished from signals with frequeney nf due to the Nyquist-Shannon sampling theorem, see e.g. pjVatO
Therefore, the input signal needs to be limited to frequesltwer than}.
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Table 5.1: Detector input parameters for the depicted pulsgless stated otherwise.

Parameter || Value
AV [V] 1000
GB [V] 50
ue [cm?/(Vs)] || 1000
pn [em?/(Vs)] || 70

w 0.71
0 0.12
Trise [NS] 35
Trall [1S] 140
L\ . 1
Yi=X-— Trisew = QowXj + (1 - a’low)yi—l , With ajow = 7—— . (5-19)

dt

Equations (5.15) and (5.19) are used successively to apgigital filtering process to the
signals given by the incoming signal vectyy:. The time constants;se andr¢y have to be
specified for that. The filtered signal is written to anothetterVsigcr re.

Trise
dt+1

Noise

Electronic noise can optionally be added as a fluctuatioersmposed on the signal. The input
noise leveb has to be set. For each entry of the filtered signal veéiger-rc, the signal value
X is recalculated as a random number from a Gaussian distmbatoundx with standard
deviationo. o can be obtained e.g. by considering a real detector sigrtaldatermining
the standard deviation of the residual distribution arothrpre-baseline. Since the have
arbitrary units,o- has to be scaled internally w.r.t. a reference pulse heifjtiteodetector in
question. The new signal values are again written to a vatiglhise If the noise option was
chosen Vsignoise IS the final output signal of the detector simulation. OtheeWsigcr re IS
returned.

5.2 Results

5.2.1 Pulse Samples

Several sample pulses were generated with the detectolasiomuto give an impression of its
functionality. Unless stated otherwise, the used inpudpters are those stated in table 5.1.
Figure 5.6 (a) shows a simulated signal with (thin black)linad without (bold grey line)
applied frequency filters. The slight attenuation of thetgiaseline due to the high-pass filter
becomes visible. The high time constanf, = 140us was chosen in accordance with the
declaration of the preamplifier chip.

The unfiltered signals show sharp bends between therent signal stages, namely at the point
of divergence between CA and NCA signal and at the transtioio the post-baselines. Espe-
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Figure 5.6: Impact of electronics on simulated pulses. Rafshows a signal with and without applied frequency
filter. Panel (b) shows the same signal with noise added.

cially the latter smooth out by applying the low-pass filiEne experimental pulses all show this
retarded signal rise. In the course of the simulation dgaraknt it was carefully inspected if the
symptom actually arises from electronic signal transroissir already from charge transport
in the crystal. Imaginable reasons for the latter case dechleformations of the local electron
mobility or the electric field in the near anode region. Thesght be due to surfaceffects or

to the metal-semiconductor junctions. The results frond fenulations show that suclffects
are far too short-ranged to possibRjext the pulse shapes, see section 4.3 in the previous chap-
ter. Furthermore, pulses from the COBRA demonstrator wensidered which were injected
by the pulse generator. Like real detector signals, thetegepulses pass all elements of the
readout chain. The same smooth transition to the postibasghs observed, so the theory of
an intrinsic crystal ffect is most widely ruled out. Thus the reason for the slowarsginates
from the electronic signal transmission and is most likelg tb internal resistances and capac-
itances, see section 5.1.4. The chosen rise time of 35 nshvsasv@d to be at the typical order
of 7,ise Values to fit experimental signals.

As explained above, it is possible to add noise to the siradlsignal. Figure 5.6 (b) shows the
filtered signal from panel (a) with the noise option chosehe Tesult resembles pretty much
the experimental pulses.

To see how accurate the simulation actually is, real eveois the COBRA demonstrator were
picked and imitated by the detector simulation. No noise a@ded in order to clarify the
guideline of the pulse. The simulated and the original mulgere plotted in the same frame.
Figure 5.7 shows a typical result. The colored curves reptethe experimental signals. The
simulated counterparts are depicted with black lines. Tlosen event was reconstructed to be
a near cathode event with 2 783 keV of deposited enkggy The detector parameters match
those in table 5.1. Since the output amplitude has arbiwarts, all simulated pulses were
scaled w.r.t. the height of the CA signals.

The outcome has high agreement with the original pulsesoggfy from the point of CA
and NCA signal divergence at sample #120 onwards. Strileagufes are the relative signal
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Figure 5.7: Simulated compared to experimental pulses Bt = 2 783 keV. No noise was added for the sake
of clarity. The colored curves represent the experimeigakds. The simulated counterparts are depicted in black
lines. All simulated pulses were scaled w.r.t. the pulsglitedf the CA signals. The straight slopes diverge
between simulated and experimental signals.

height at this point, the subsequent curve bending and titaHat both NCA signals end up
on the same post-baseline. A deviation occurs however istdepness of the slope in the first
part of the pulse and thus also in its length. The slow risehefgimulated signals can have
several reasons, and most probably a mixture of those iscapfg. It might for instance be
that the assumed electron mobility is too low. It was presdithet the CZT composition is
CdyeZng1Te, but as can be concluded from the comparison of CZT and @dible 3.2 ue

is afected by the admixture of Zn. The actual Zn content in a detestonly vaguely known
and can dter by up to 50 %. Another reason is the implemented detecteradi(109x 1.09 x
1.09) cn¥. It is very likely that the detector in question is smalledahows a steeper slope in
the weighting potential.

An easy way to account for this mismatch was to artificiallsremeniu.. A new simulation for
the same event was carried out, now with an adapted electobility of 1.4 - u.. The factor of
1.4 was only used to demonstrate which aspect of the simoaletresponsible for the mismatch
between simulated and measured pulse. In the later analysesljustments of the mobility
were made. The adaptation results in the pulses depictedurefb.8. Besides a large scale
view in panel (a), a close-up of the region around CA and NGhai divergence is shown in
panel (b). Simulated and experimental signals are in veogd@greement now and when noise
was added to the simulation it would in fact be hard to telitapart by eye.

The simulation was repeated forfidirent events. The results all proved satisfactory, one of
which is shown in figure 5.9. Although at a highlyfidirent energy oEgep, = 255keV, the
curves are still in accordance. Two things can be learned timat. First and foremost, the
detector simulation returns pulses of great accuracy tiirout the important energy range be-
tween 0 and 3 MeV. Furthermore, the adapted paramefessr and the counterbalancing
incremented electron mobility appear to be invariant ffiedent energies and interaction depths
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Figure 5.8: Simulated compared to experimental pulses Bt = 2 783 keV.ue was multiplied by a factor of
1.4 to reach an optimal fit. A close-up of the divergent regsoshown in panel (b).

in one particular detector. For the discussed long slogentigans that it can be assumed to be
a systematic but constant error. It should be mentionedpihlaes with a manipulated, can

be used for pulse shape analysis only to a limited extentesieatures like e.g. the rise of
the diference signal might be distorted. If the slope itself for ec#iic detector should be the
feature of interest, the weighting potential would haveeadcalculated.

Another aspect to test the quality of the detector simutedhe study of lateral surface events.
In section 4.1.2 it was described how deformations of thgttang potential towards the lateral
surfaces lead to a dipping of theffdirence pulse below the pre-baseline level (DIP event) or
to an early rise phase (ERFE €arly rise time) event) before rising sharply toward thetpos
baseline. The behavior is distinctive for an event on an NCEAA detector side, respectively.
Both features are reproduced by the simulation as can barségares 5.10 (a) and (b).

5.2.2 Energy Resolution

The detector simulation was used to determine a theoraiealgy resolution. For real detec-
tors, a common method is to measure the width of the 662 ketopleak from the transition

wicg L, 18y %, 197, (5.20)

Correspondingly, &’Cs source was simulated with VENOM. The detector parametaded
as input were chosen in accordance with specific detectons fihne demonstrator setup which
can be identified by their layer number and position. For tiesen detectors, pulses were sim-
ulated for 50 000 events. From these, the deposited enevgiescalculated. A reconstructed
energy spectrum can be seen in the right panel of figure Sofjethier with the discrete en-
ergy distribution obtained from the VENOM simulation in tleét one. The energy resolution
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Figure 5.11: Reconstructed energy spectrum from simufgt&s$ decay in detector 7, before and after applying
the detector simulation. The FWHM of the photopeak at 662 k&g used to determine the energy resolution of
the detector simulation. In the depicted example, the FWKIZ samples at peak position 623.5, leading to an
energy resolution of 1.92 %.

Table 5.2: Energy resolutions obtained from the detectoukition. Experimentally observed values were taken
from [Zat14].

Layer | Position| HV[V] | GB[V] | W | AEe@662keV [%]| AEsm@662 keV [%]

1 5 900 60 0.90 2.65 1.93
1 6 1200 70 0.95 2.38 1.89
1 7 1200 80 0.91 3.21 1.92

was defined as the full width at half maximum (FWHM) of the pipeak divided by the peak
position. The obtained valuesEg,, are presented in table 5.2 together with experimentally
observed resolutionSEcyp.

The simulated resolutions lie between 1.89 % and 1.93 %. akeeyery close to each other and
in fact not far from the experimental values, coming fromriduege between 2.38 % and 3.21 %
and thus being a little higher than in the simulation. Theatre¢ ordering, however, is not
reproduced: A better simulated resolution is not necdgsanirelated with a better behavior in
the laboratory. It can be concluded that the actual reswiusiinfluenced strongly by individual
crystal defects and inhomogeneities that are not explipart of the simulation. These tend to
interfere charge transport and lead to a worse resolution.

5.3 Discussion

The presented detector simulation has proven to be a furatiool to produce realistic pulse
shapes. It was designed from the perspectives of accunaegdsand flexibility. The electric
field predefined by the electrode biases was considered.dtaterms of an acceptable process-
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ing time, the stepwise numerical solution of #eiential equation to describe charge transport
phenomena was prohibitive. An approximation was used imfof an analytical description.
Thus, the charge cloud was treated as a whole instead oflathguthe direct impact of neigh-
boring spots of energy deposition on each other. An altemmapproach was to solve an adjoint
carrier continuity equation, as described in [Pre99]. Atfar compromise was made in order to
keep things flexible. Since all COBRA detectors are openattddindividual voltage settings, a
simplified electric field distribution was assumed, so thatelectronic potential does not have
to be simulated every so often but can easily be adjusted.

The adaptability and the consideration of all major chargedport aspects open up a wide
range of applications. Pulses are calculated from arpitratial energy distributions which
can previously be generated with the VENOM framework. Alse fateral side features DIP
and ERT are taken into account. This allows féitagency calculations for cuts based on pulse
shapes, e.g. the alpha cut which will be presented in theviirllg chapter, or the multi-site
event cut.

While charge carrier trapping has been considered, detrgyas not. If it should turn out that
the detrapping times are in fact considerably shorter tbamérly expected, it is straightforward
to implement an equivalent line in the code. The density ofi@atraps was assumed to be
constant. A decreasing trapping time towards the crystédses would lead to a more realistic
treatment.

An aspect that has been ignored so far is the possible lodsaofie carriers in dead detector
layers and charge sharing between CA and NCA. For a consioiethe simplified assumption
of a constant electric field in the crystal has to be replacedgpropriate field simulations.
These can be produced for example with the COMSOL Multipts/software, which allows
for the consideration of boundaryfects and junctions. For every point along the carrier track
the components of the velocity vector can then be calculatedcordance with the field vec-
tor at the current location. The basic procedure was sultdstested with COMSOL fields
throughout the simulation development.

Another possible reason for charge loss is the lateral sidarof charge clouds due to ther-
mal diffusion and electrostatic repulsion, which has not been imgleed yet. So far, only the
spread in drift direction is considered by a variation of thaerier velocities. As for the move-
ment inz direction, also the lateral components can be varied to theedesired extension of
the cloud.
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Chapter 6

Development of an Alpha Discrimination
Cut

Towards a large-scale COBRA setup, background reductithe isiost crucial issue in reaching
the desired half-life sensitivity. As pointed out in seat® 2, it is mostly alphas from primordial
decay chains that penetrate the detectors — thus their ediwould mean a large step forward
for the experiment. So far, the identification of incidenttydes is very limited. It is possible,

for instance, to use pulse shape analyses to recognize-sitalgvents, which originate most
likely from y-interactions. The only way to vaguely recognize alpha aedievents is to assign
them to striking features in the energetic spectrum or tlagiapevent distribution.

A more dificient alpha discrimination has to be built on a characierddtthe alpha detection.
The size of the generated charge carrier cloud is such ataodiag property. In section 4.2.1 it
was demonstrated that alphas with energies up to severalddet travel further than 1L@m

in CZT, while betas cover up to mm distances. This shouldtiean extended charge collection
time for betas and could in principle be visible in the pulsepze.

Unfortunately, the initial dterence in cloud size is counteracted by drifeets. Thermal dif-
fusion and electrostatic repulsion account for the fact thiing the drift clouds from alphas
and betas become more and more alike. In section 5.1.2, itle@isted how alpha clouds can
gain more than one magnitude in radius on their way to the @no@n the basis of simulated
particle ranges for alphas and betas in CZT (see sectioh)4fd the analytic approximation
for the cloud extension due to electrostatic repulsionmive equation (4.24), the cloud radius
after maximum drift time was plotted for alphas and betas fasmetion of the particle energy.
Thermal difusion was not taken into account, but as figured out in seé&tibr?, electrostatic
repulsion is the dominant driftfiect for the considered energies and drift times. The plot is
shown in figure 6.1. A red and a blue curve represent alpha atadradii, respectively. For
low energies, both curves run alongside each other and osigvaral hundred keV they drift
apart. The radius uncertainties, taking into account theSRilues of the initial radius dis-
tributions, were calculated via error propagation and amve as light colored bands. Since
the alpha curve is dominated by the driffext, the error band is not visible. The beta cloud
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Figure 6.1: Cloud radius after drift plotted against paetienergy. Thermal diusion was not considered. A red
and a blue curve represent alpha and beta radii, respgctivetertainties, calculated from the RMS values of the
initial radius distributions, are drawn as light colorechta.

however is mainly determined by the size of the original dlethich is highly variable, see
figure 4.5. The large uncertainty band overlaps the alpheaediroughout most of the plotted
range. Conclusively, even for an ideal detector the distndetween alpha and beta clouds
would be possible only above a certain energy thresholdtfadut éficiency is expected to
rise with the particle energy.

This chapter investigates the potential of a possible affaimination based on pulse shape
analyses. The above considerations are used to define sintmleteria. These are then applied
to measured and simulated signals to determineffiatencies. In the end the results and further
measures are discussed.

6.1 Definition of Cut Parameters

For an alpha discrimination via pulse shape analysis, sigraacteristics must be found and
translated into suitable parameters that can easily be amdpAfterwards, cut criteria can be
defined.

The discrimination is based on the fact that alphas leawe a@npressed charge clouds in the
crystal. Due to the almost immediate generation of all etechole pairs, and the constantly
rising weighting potential in the crystal bulk, the size bétcharge cloud does noffect the
pulse shapes until the drifting electrons enter the neadamegion. Figure 6.2 shows very
simple signal sketches to understand the major consegsiéoceéhe pulses. In panel (a) a
constant dot-like charge distribution in the crystal isumssd, or a single electron, analogously.
The detector would give a signal featuring very sharp bentsegpoint of CA and NCA signal
divergence, and again at the transition into the post-lmesefFor wide charge distributions, as
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Figure 6.2: Signal schemes foifidirent initial charge distributions.

assumed in panel (b), the electrons start the collectiosg@bae after the other. The resulting
signal is a superposition of single electron pulses withstiegpe from panel (a), shifted slightly
on the time axis according to their delayed arrivals. Thesbands smooth out and the steep
slope towards the post-baseline gets shallower. Substygube process of charge collection
takes longer and so does the signal rise.

Although the discussed properties hold also for the CA anéd Nignal, only the diterence sig-
nal is considered for further analyses. Since the CA and N@»#es bend in opposite direction
at the positions of interest, the studigteet should be more distinctive in thefidrence signal.
Its dependence on the interaction depth is lower since thetant slopes at the beginning of
CA and NCA signal cancel each other. The same principle leadseduction of simultaneous
electronic signal distortions.

Considering the dierence signal, three characteristic parameters can nowrbed from the
given assumptions.

(1) The maximum height of the pulse derivative is a measurégh®signal rise towards
the post-baseline.

(2) The full width at half-maximum (FWHM) of the pulse dertiee is linked to the
duration of charge collection.

(3) The maximum height of the second pulse derivative charaes the upward bend
of the signal.

One could argue that the minimum height of the second pulsgatige could serve as an
additional parameter, marking the transition into the fixeseline. But since this signal region
is most significantly shaped by the delayed signal rise dueddout electronics, see section
5.2.1, the maximum height turned out the better choice.

Parameters (1) through (3) now allow to compaiféedence signals from known alpha and beta
events — on condition that they were acquired with the sartectte, since operational settings
and individual intrinsic properties influence the valuesisieely. The parameters are expected



6.2. Pulse Smoothing and flerentiation 77

to be correlated: The integral over the first derivative igpartional to the energy, and thus
a higher maximum value (parameter (1)) is connected witleepstise (parameter (3)) and a
small width (parameter (2)) of the derivative.

When the signal parameters are well studied, cut critenebeadefined.

6.2 Pulse Smoothing and Oferentiation

Electronic noise causes high frequent wiggling around #selne and thus signalftérentia-
tion always needs to go along with signal smoothing. In thea®® of this thesis, two fferent
smoothing techniques have been tested on their performiamdeha discrimination.

6.2.1 Mean Value Method

A simple way to smooth a pulse given by a discrete sequeqcry( ..., X,) is to build a sequence
(Y1, Y2, ..., Yn) from mean values ofrfa + 1 neighboring samples, i.e.

i+m

Y= 2m+1Z‘4X| ’ (6.1)

where the integem controls the degree of smoothing. The derivative sequeyicg (..., yy) is
given by

Y Yiei —Yi - (62)

Insertion of equation (6.1) yields

i+m+1 i+m
Y 2m+1(2 Zm) (e~ ) (6.3)

i—m+1

For the analysis in this chapten = 2 was observed to yield satisfactory results.

6.2.2 Whittaker-Henderson Method

A more complex smoothing method is based on the attempt ta gemeralized least-squares
solution to find a good balance between smoothness and ipretisthe measured data. Al-

though the idea goes back until the late 19th century, it isallg associated with the work

done by E.T. Whittaker [Whi23] and R. Henderson [Hen24] ia 11920s. The idea is to find a

sequencey, Vs, ..., Yn) for a measured sequencg,(x,, ..., X,) that minimizes

n n-p
D 05—y + Y (AP (6.4)
j=1 j=1

Here,Ay; describes the forward fierence
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Ay =Yjs1—Y; . where
Azyi = A(ij) = (Yj+2 - yj+l) - (yj+l - yj) > (6.5)

ij +1 ij

and so on. The degree of smoothing is controlled by the pesiial numbenr and the integer
p < n. The first sum of expression (6.4) is the least-squares teorder to stick to the original
data. Fori — oo, the solution is identical to the measured sequence. Thendelerm is a
polynomial of degreg — 1, considering the deviation between neighboring samplesga

The parameters andp can be optimized automatically for a given measurementesezgs An
efficient algorithm to compute both the control parameters hadestimatesy, v, ..., yn) for
the smoothed pulse is presented in [Wei06]. The proposetémgntation was adapted for the
use in G-+. For differentiation, equation (6.2) was used.

Figure 6.3 demonstrates the smoothing of fiedénce pulse with both methods, mean value
(MV) and Whittaker-Henderson (WH). Panel (a) shows theggart of the pulse. The smoothed
curves stay close to the original signal. A close-up of teeseegion is given in panel (b). Here,
the baseline noise of the original signal is visible. The that smoothing reduces baseline
noise while the slight DIP-feature is not lost is a sign oflgudor both smoothing techniques.
The depicted first derivatives show that the degree of snmgik higher when using the WH
method.
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Table 6.1: Detector parameters for measurements with aptideta sources.

HV[V] |GB[V] | w
1000 | 50 [0.609

Table 6.2: Q-values of utilized alpha and beta sources [hn].

source element| 2%u | 2Am | 2Cm || 9°Sr | %Y
Q-value [MeV] || 5.244 5.638 | 5.902 || 0.546 2.279

6.3 Test with Laboratory Measurements

6.3.1 Setup

The potential of the discrimination parameters was testitd data from specific laboratory
measurements. These were done by D. Gehre at TU Dresderx (1) cn?® CZT detector of
CPG type was used with a readout chain comparable to theaetijGS. The applied voltages
and the weighting factor are given in table 6.1. The detesty in turn irradiated witl- and
B-particles from the cathode side. To cover a wider energyeaa combination of°Pu,?4'Am
and?*Cm was used as alpha source. The opening in the sample heldedsas collimator.
The beta source contain@tsr and®Y. The betas were collimated by a drill-hole in the 3mm
thick mounting plate.

The Q-values of all source elements are shown in table 6¢canlbe seen that the decay energy
for the alpha sources is much higher than for the beta souhoewder to study events in the
same energy range, the alpha source was installed 4 cm agvaytlie target. In doing so, the
alphas were slowed down by the surrounding air and the cathetbre entering the fiducial
detector volume. The energies were thus shifted to bettainthe beta spectrum. The shiftis
visible in the energy spectra depicted in figure 6.4. The betace was placed in 6 cm distance
to the cathode. This was necessary in order to not overdtraiDAQ system with the high
source activity of 72 kBq.

A total of 1 events was acquired for each particle type. The analyzditigagnergies range
from O to 2 MeV.

6.3.2 Pulse Shape Analysis

For the pulse shape analysis, all acquired events with staaried interaction depthsd® <

z < 1.05 were taken into account. All other events can be congideiteer wrongly recon-
structed or to come from other detector areas than the cathod

For each of the remaining events, th&elience pulse was smoothed anfiatentiated. Then,
parameters (1) through (3) from section 6.1 were determirgdce all three parameters are
expected to show energy dependence, and, moreover, eregggypdent giciencies need to be
calculated, the events were subdivided into energy intenfal00 keV before being filled into
ROOT histograms, so that parameter values from eventsmatine interval share a histogram.
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Figure 6.5: Parameter values for events withMeV < Egep < 1.5MeV. The beta distributions were scaled to
make the comparison to the alphas easier. The values of ptee{1) and (3) tend to be higher for alphas than
for betas. For parameter (2) it is vice versa.

For 3 parameters and an energy range from 0 to 2 MeV this saaudttotal of 3«20 histograms.
The histograms for deposited energigg, between 1.4 MeV and 1.5 MeV are given as exam-
ples in figure 6.5. Red distributions represent alphas, disigibutions denote betas. The beta
distributions were scaled to make the comparison to theaslgasier. Just as expected, the
values of parameters (1) and (3), defined as the maximum tha&igime first and second deriva-
tive, respectively, tend to be higher for alphas than foabetFor parameter (2) on the other
hand, given as the FHWM of the first derivative, it is vice erdlevertheless, in all cases the
distributions show a large overlap.

The next step towards a discrimination is to use the obtgiaedmeter distributions to define
cut values. Two approaches were adopted.

() Constant alpha ratio: The requirement is that all evémis the median value of
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the alpha distribution onwards are treated as alpha-irdu@ downwards in case
of parameter (2). This should flag 50 % of all alphas as suckevahigher ratio of
betas would remain untouched.

(i) Constant beta ratio: This approach requires a consgiatof surviving betas which
was set to 90%. The integral over the beta distribution it lowntil the critical
benchmark is reached. Just as before, the direction ofratieg depends on the
parameter. From there on, all events are flagged as alphasdoiBg so, more
than 10 % of the alphas should be flagged correctly, while 9 #eobetas remain
untouched.

The methods are in the following referred to as approachesd (ii). The cut values for both
approaches and all considered energy intervals are ddpicfegure 6.6 using the example of
MV smoothing. The error bars refer to statistical uncettag Parameters (1) and (3) show an
almost linear energy dependence.

Based on the cut values, cut criteria can be formulated. Thplest method is to consider
parameters (1) through (3) individually and ctit the alpha-flagged events. The percentage of
surviving events is plotted in figure 6.7 for all considereergy intervals. A distinction was
made between results from the MV and WH smoothing methodsssaw/for the approaches
(i) and (ii). Again, the red and blue marks belong to alphas lagtas, respectively. The error
bars refer to statistical uncertainties. The uncertasntige for betas towards higher energies
since less events are available here, compare figure 6.4.

Panels (a) and (b) show the results for the requirement ohatant alpha ratio (approach (i)).
Accordingly, the alpha ratios fluctuate around 50 %. At thesdéime, the amount of surviving
betas is higher for almost every energy interval. Furtheemtine beta ratios rise with particle
energy. Near 2 MeV, they exceed the alpha values by aboutrdémeage points.

Irregularities arise for parameter (2). Occasionallyahpha and beta ratios show an immediate
rise or drop-&. This happens simultaneously and in correlation with cleang the cut value.
The reason is that the FWHM values were determined to bearded\s can be seen in figure
6.5, they are distributed over a small range, so that a chianilpe cut value can have a large
impact on the amount offected events. A more consistent result could be achievddawit
more complex method to determine the FWHM, e.g. a Gaussitmtfie signal derivative.

For parameters (1) and (3), the comparison between the twothing methods shows only
minor differences. The éterent patterns at parameter (2) are again due to the rougingin
during the parameter determination.

The results for a constant beta ratio (approach (ii)) arectieghin panels (c) and (d). While
the relative amount of surviving betas is held at about 90 ,alpha ratio starts to decrease
around 1 MeV. Near 2 MeV it has dropped to values between 50d«a86. Immediate drops
and rises can again be observed for parameter (2).
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Figure 6.6: Cut values for the considered energy intervi@égameters (1) and (3) show an almost linear energy
dependence. The error bars refer to statistical uncegaint
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(b) WH smoothing, approach (i): constant alpha ratio of 5@#tgle parameter cuts.
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(c) MV smoothing, approach (ii): constant beta ratio of 9G¥gle parameter cuts.

parameter 1 parameter 2 parameter 3

[N
o
=]
=
o
S
=
o
S

%gof—:;x-*e:u:-l-:l-—_':q_—_._—o—o—o—o—t-:rﬁ | T Soof =+, 1T +=.=-o-'~+-0-+:|¢
Sab ~ .+ Seof | Tt e JF 5 FHEOF +
Z280F ~ 4Ty 280 L 280 L
270F . 270F T - 270F +
c = £
E60F N 260F 4t 260F -
s E 7} -+ o}
“50F “50F n “s0f
40F 40F 40F
30F 30F 30F
20 [+alphas 20F [+ alphas 20F [+ alphas
10F |+ betas 10F |+ betas 10F [+ betas
E. PRI IS S S T N ST S S S N S S 'Y G PURNTI SR T ST ST T S ST ST R N S S N PURNTIR T SN (T ST ST N ST T S N A R Y
% 0.5 1 15 2 0 0.5 T 15 2 % 0.5 1 15 2
Energy [MeV] Energy [MeV] Energy [MeV]

(d) WH smoothing, approach (ii): constant beta ratio of 9&#tgle parameter cuts.

Figure 6.7: Results of alpha discrimination with laborgtareasurements. The plots show the percentage of
surviving events after the cut for all considered energgrivels. The cut parameters were considered individually.
The error bars refer to statistical uncertainties.
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Another strategy to define cut criteria is the combinatiodifierent parameters. The following
cuts were built on the conditions that for the survival of aerd at least 1, 2, or even all 3
parameters must hint at an incident beta. The results aretddpn figure 6.8. The histograms
are tittedcombine cuts through3, respectively. Case (a) is based on MV smoothing and
demands a constant alpha ratio (approach (i)). The first two@mbinations are more cautious
than the third, by which the alphas can be reduced to about, 2@%te up to 60 % of the
betas survive. For WH smoothing, case (b), the pattern ssdsady due to the fluctuations in
connection with parameter (2). Nevertheless, with thedtbirt combination about 70 % betas
survive compared to only about 35 % alphas at high energies.

The cuts with a constant beta ratio (approach (ii)) yielded/\wsimilar results for MV (c) and
WH (d) smoothing. Here, the most radical cut eliminates @tly- 30 % of all betas but three
times as much alphas near 2 MeV.

The correlation between the three parameters can be aedakith scatter plots in which the
values for diferent parameters are drawn against each other. Figure @& stuch plots for
events with 4 MeV < E4ep < 1.5 MeV. The correlations appear as diagonal structures.

So far, cut values that were determined for a given energgrvuat were considered constant.
It might be beneficial to use dynamic cuts in the plotted disn@ms in order to achieve better
results. The cuts applied so far would correspond to hot&and vertical lines in the plots.
For a dynamic cut, the alpha and beta populations shouldispdi way that they might be
separated any better by alternative lines, e.g. a diag&uah features could not be observed.
Therefore the issue of dynamic cuts was not investigateduatiyer.

6.3.3 Discussion

The investigation of cathode events holds valuable inféiomabout the potential of alpha dis-
crimination. Since the charge clouds from alphas and bg@®ach in size for the time of their
drift, the cathode marks the point of minimum distinctndésuccessful here, the discrimina-
tion should work anywhere else in the crystal and is expetddae even more powerful for
shorter drift times. Longer drift times occur, if the distarbetween cathode and anode plane is
larger than in the utilized detector, which is the case ferdbad grid detectors under investi-
gation for a large-scale setup. It has to be investigatedthewuts perform for cathode events
from the quad grid type. However, considering the time dgwelent of cloud sizes depicted in
figure 5.3 it can be expected that the probability for a disgration for after 1.us of drift is
not considerably less likely than after:4.

One could argue that the discrimination took advantageebtientation of the beta radiation
parallel to the drift direction. Instead, it could be showithwMC methods in section 4.2.1
that the initial flight direction does not have much impactlo& spatial extension of the actual
charge cloud.

The relative amount of surviving betas can be interpreteduasfticiency. The amount of
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(b) WH smoothing, approach (i): constant alpha ratio of 5@étnbined parameter cuts.
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(d) WH smoothing, approach (ii): constant beta ratio of 9@®&mbined parameter cuts.

Figure 6.8: Results of alpha discrimination, this time vatmbined parameters. The plots show the percentage of
surviving events after the cut for all considered energgrivdls. The error bars refer to statistical uncertainties.
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Figure 6.9: Values for dlierent parameters plotted against each other. The examadogies between 1.4 MeV
and 1.5 MeV shows that the parameters are slightly coretldtee vertical (horizontal) structure in the first (third)
plotis due to the binning of parameter (2).

surviving alphas is defined as cut impurity. In comparisbese quantities are a measure for
the quality of the cuts. In the considered cases, theiencies exceed the impurities. From a
certain energy on, the ability to distinguish between adpdnad betas rises with particle energy,
which fits the expected behaviour according to which theddaare very similar in size for low
energies.

The results of the pulse shape analysis are a clear indicttat events can in principle be
distinguished by means of their cloud size. It can be coredufcom figure 6.1 that an absolute
distinction between alphas and betas is not possible ftilodatevents due to the wide spread
cloud sizes for betas. In this regard, the achieved residte\®n more convincing.

As the ROI for the!'®Cd decay is around 2.8 MeVffiencies and impurities for higher en-
ergetic particles would be instructive. Unfortunatelyisihot easy to get betas with energies
above 2 MeV for use in the laboratory and thus such measutsraemnot applicable.

To test if alphas can in fact be better distinguished at lamraction depths, scan measure-
ments with alphas and betas at the lateral detector sid&s @reparation at TU Dortmund. The

bulk region is experimentally hard to access due to the gyeretration depths of alphas and
betas.

The studies were carried out for both MV and WH smoothed pguldéone of the methods

proved significantly more successful than the other. Thaoky, the MV method was used for

the further analysis. Nevertheless, WH smoothing retusetsfactory results, and should
always be considered as an option for future pulse shapgsasalvhich are based on signal
differentiation.

6.4 Test with Simulated Data

The experimental access to ctfigencies is limited. The detector simulation can be used to
formulate a hypothesis about the discrimination potemiggiond 2 MeV and for detector areas
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other than the surfaces. The simulation is used to repraihecesults from measured data and
to extrapolate them to higher energies. Furthermore, théaavior in terms of interaction
depth is investigated. Overalfficiencies are calculated for the whole detector and fordhter
side areas only.

6.4.1 Reproduction of Laboratory Measurements

To reproduce the results from measured data, the expeminggtiector values from table 6.1
were passed as parameters to the detector simulationh&ygeith a noise level determined
from pulse samples. The energy range between 0 and 3 MeV wdsdinto 100 keV intervals.
For every interval, 10 000 alphas and betas were simulatedt&s the detector from the middle
of the cathode side. Their initial direction was set perpeuldr to the electrode.

During the analysis, the same steps were performed as fon¢asured data. The MV method
was used for smoothing.

The results are presented in figure 6.10 in addition to tleadiy discussed experimental values.
Panels (a) and (b) cover the individual parameter cuts fistaahnd beta ratios, respectively. The
corresponding results for parameter combinations aregivpanels (c) and (d). The simulated
alpha and beta ratios were drawn with a dark red and a liglat lole, respectively. Statistical
errors are below 1 % and not represented in the plots for tkeedeclarity.

The first impression of the plots is a general agreement leztweperiment and simulation. Not
only do the associated lines lie very near to each other anbbeated in the same region, they
also show the same tendencies on a similar scale. The exgeehy observed trend towards
a higher discrimination power at higher energies proceegsmd 2 MeV. Deviations between
experiment and simulation are often below 5 % and rarelydrigfan 20 %.

A closer look also reveals discrepancies. The simulatexs liluctuate less due to higher statis-
tics. This holds especially for the sudden leaps of the patan(2) cuts, which occur atféierent
energies but still in accordance with changes in the assat@it values.

The most prominent dierence between experiment and simulation is located aré00é&eV.
The simulation shows an enhanced likelihood for discrirameby means of parameters (1) and
(3). This behavior could not be confirmed in the experimemttl@ contrary, the experimental
ratios of surviving alphas and betas approach in the vergsagion, although this fluctuation
is small. The simulated feature discussed grows and deabiver an extended energy range up
to 800 keV. A plausible explanation is a connection with toenber of simulated spots of en-
ergy deposition. Other than for betas, only one spot is sitedifor alphas below 800 keV (see
section 5.1.2). The detector simulation does not take ioto@nt repulsive cloud extensions in
that special case. The alpha cloud remains dot like whild#ta cloud grows towards higher
energies: A systematic error helping to distinguish theidt The issue should be fixed in fu-
ture versions of the detector simulation. Above 800 keVam®unt of energy spots rises fast,
providing enough spots for a suitable treatment of repualsi®ince the discussed anomaly is
constrained to low energies, the validity of further cosahns from the simulation concerning
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the ROl is not &ected.

In general, this leaves three major conclusions:

(i) Disregarding the discrepancy around 700 keV, the expenial results forféiciency
and impurity are reproduced well. This is a strong attestifergood performance
of the detector simulation.

(i) By the same token, this cross-check emphasizes thdiabf the experimental
outcome.

(i) On the basis of argument (i), the predictions for higteegies can be considered
trustworthy.

These predictions include the enhanced cut performancighb@henergies. Among the indi-
vidual parameter cuts, parameter (1) with approach (ijedrout to have the strongest discrim-
ination power with only 10 % beta loss but an alpha reductipa Eactor of 5 near 3 MeV. For
parameter (2) and approach (i), the simulation indicatey little success — although the ex-
perimental data shows a larger distance betwd@riency and impurity even at lower energies.
Among the cut combinations, the third criterion returneel tost striking divergence between
efficiency and impurity. Both for approaches (i) and (ii) aboQ®4 beta events survived in
contrast to about 15 % alphas near 3 MeV.

6.4.2 Depth Dependent Hiciency

To test the depth dependence of the cuisiencies were calculated for 5ffrent ranges along
the interaction depth. The same energy intervals were deresil as before. The initial particle
directions were distributed randomly. In practice, théode is the only region where cut values
for the bulk could be derived from irradiation with partis)esince no DIP and ERT features arise
here. So the cut values were adopted from the previous catsiotulations and used on the
simulated pulses from the entire depth. Every calculatéd re based on the simulation of
10000 events. The results for the single parameter cutsrasemied in figure 6.11. The two
dimensional plots used for cathode events were complemhéytéhe dimension of interaction
depth. Within the 3D histograms, the cathode plots wouldeap@as a step function at the
backplane of the cube at the interaction depth 1. The ratios of surviving alphas and betas
were plotted separately.

The constant alpha ratio of 50 % (approach(i)), which is tapicted case in panel (a), was
required for cathode events. Towards the anodes, more arelatpha events get cuffo This
holds also for betas, although the descent is weaker. Apfiaréhe alpha ratios are not even
constant within a fixed depth range: Near the anodes, themimbremaining alphas decreases
with rising energy. At the same time, the rise in survivinggsdowards higher energies remains
almost constant. The local peak around 700 keV persistsgiiaut all energy ranges.

Some general remarks can also be made for the requirememiboistant beta ratio (approach
(i) at the cathode, see panel (b). For all cuts, the amoiungimaining events decreases towards
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(d) MV smoothing, approach (ii): constant beta ratio of 90c#imbined parameter cuts.

Figure 6.10: Results of alpha discrimination for cathodesaeements and simulation. The plots show the per-
centage of surviving events after the cut for all considemergy intervals. Statistical errors of the simulation are
below 1 % and not represented in the plots.
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the anodes, for alphas stronger than for betas, and for g&easn(1) and (3) stronger than for
parameter (2). For low energies, alpha and beta ratiosm@sakqual. In case of parameters (1)
and (3), both drop along the energy axis until at 700 keV aeya#l reached for the beta curve.
From there on, the beta ratios start to increase again wdrilalphas the decrease continues.
The valley is most distinctive near the anode plane. Forrpater (2), the beta ratios stay
constant within a given depth range. For higher energepices, a drop can be observed near
the anodes.

The respective results for the combined cuts can be seenuref§y12. General trends are a
ratio decrease towards the anodes and a rise with energgtas hccompanied by a decrease
for alphas. The discussed features around 700 keV showaip, to

Efficiency and impurity diverge along the depth axis for all ¢desed cut criteria. In the
previous section it was observed that the single param&teut with approach (ii) yields only
a slight discrimination of simulated alphas. The depth depat analysis shows that the cut
performs much better near the anodes.

It was expected that charge clouds are easier to distindordbwer interaction depths. Not
only do the results of the analysis support this hypothdékesy also give a quantitative im-
pression of the drift impact. Furthermore it can be assurhatithe obtained cut values have
discrimination power beyond the cathode region. This iswmortant condition w.r.t. an actual
application in the experiment. Even more powerful cuts sthtwe possible if the cut values
were made depth dependent. But for this, more extensivéestoticlouds in bulk events — not
alone on the basis of simulated data — need to be done.

6.4.3 Overall Hficiency

To express the potential of the discrimination in a compaechf alpha and beta ratios have been
calculated for the total fiducial volume, i.e. for interactidepths @ < z < 0.97. 10000 events
were simulated in that region with randomly distributedialidirection. Their energy was set
uniformly distributed within the ROI defined &+ o, whereQ is the Q-value fot¢Cd ando
the standard deviation. For an assumed energy resolyiton 2 % FWHM@Q, the standard
deviation is given by

_ AE  0.02-2814keV
2355 2.355

[Heild]. The results are shown in table 6.3. Here, the alphia s referred to as impurity,

and the beta ratio adtiencye;.

Since the intention of the discrimination is not to sepaafjpha events from beta but from dou-
ble beta events, the simulation was repeated for 10 088 fecays of'!*Cd. The VENOM
simulation was carried out in combination with the softwBECAYO0 to account for peculiar-
ities in the kinematics of BB decay. The resultingfieciency can also be found in table 6.3 as
gg. £ 1S generally a little lower thagg since the total energy is distributed among two betas

— 24keV (6.6)

g
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Figure 6.11: Results of depth dependent alpha discrintinatith individual parameter cuts. The plots show the
percentage of surviving events after the cut for all congidenergy intervals. Statistical errors are below 1 %.
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(b) MV smoothing, approach (ii): constant beta ratio of 90c#imbined parameter cuts.

Figure 6.12: Results of depth dependent alpha discringinatith combined parameter cuts. The plots show the
percentage of surviving events after the cut for all considenergy intervals. Statistical errors are below 1 %.
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Table 6.3: Hiciencies and gain in half-life sensitivity for the fiduciatéctor volume. The individual parameter
cuts are referred to as P1, P2 and P3. The combined cuts ke €4l, C2 and C3.

Approach Cut] w | & | e | Gryp

P1 || 0.23] 0.83] 0.72| 1.49+0.21
(): const.aratio P2 || 0.31| 0.71| 0.70| 1.26+ 0.18
P3 || 0.28| 0.84] 0.75| 1.41+0.20
P1 | 0.19| 0.78] 0.67 | 1.56+ 0.20
(ii): const.pratio P2 || 0.48| 0.81| 0.81| 1.17+0.22
P3 || 0.30| 0.85] 0.77| 1.38+ 0.17

C1 | 0.48| 0.94| 0.89| 1.29+0.18
(): const.aratio C2 || 0.25| 0.85]| 0.75| 1.51+0.21
C3 || 0.10| 0.60| 0.53| 1.70+ 0.24
C1 | 0.57|0.95|0.92|122+0.17
(ii): const.gratio C2 || 0.27| 0.85]| 0.77| 1.48+0.21
C3 | 0.13| 0.63| 0.57 | 1.55+0.22

that in addition produce a smaller charge cloud than a singfie with the total energy.

To make the dferent cuts comparable, a quantity must be found relatingitreal gain due to
background reduction to the simultaneous signal loss dae ticiencysgz < 1. A functional
and intuitive quantity is given by the half-life sensit'wl‘l'f/v2 introduced in section 3.4‘.I'f/v2

is proportional to the total detectiorifieciencye and inversely proportional to the square root
of the background indeB. The application of the cut would mean a factorsgf to the total
efficiency. If, justified by the strong alpha domination, thekzaound is approximated to be
100 % alpha induced, thefect onB would be a factor of,. The half-life sensitivityT®

1/2, cut
after the cut can therefore be approximated as

E
0 o BB Tov _ 0
Tl/VZ, cut ~ Tip= GTl/le/VZ (6-7)

\/E 1/2

with the gain in half-life sensitivity defined &r,, = % Gr,, was calculated for all cuts
and also listed in table 6.3. The uncertainty was calculaiaerror propagation and with an
assumed uncertainty of 10 % both gnandegs. According to the results, the highest gains
can be achieved with the third cut combination, which scdr@€ at a constant alpha ratio
(approach (i)). Several other cuts excégd, = 1.5. For both approach (i) and approach (ii),
parameter (1) and the combinations 2 and 3 are among the mwstipl cuts.

It has to be emphasized that these numbers refer to an ooceroé alpha decay which was
considered uniformly distributed over the entire detectémder this assumption, the obtained
numbers state that the sensitivity in half-life can be iasezl by 70 % by applying the alpha cut.
Actually, most of the background is known to come from thedaltsurfaces. This confinement
has to be taken into account which will be done in the follaysection.
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6.4.4 Lateral Surface Hficiency

Alpha background at the COBRA demonstrator arises mosiiy ftontaminations at detector
surfaces. Events at the cathode and anode side can fiedively be separated by a cut on
the interaction depth. Therefore, the performance of thhatut at the lateral surfaces is of
special interest.

20000 alpha and beta events were simulated with VENOM. Tdr&gin was set to be at the
lateral detector surfaces. Their initial flight directiomswdistributed randomly, so ca. half of
them were directed towards the detector. For these, pulses @alculated with the detector
simulation. So far, bulk events were considered. Cut vahaeisto be determined from cathode
irradiation. In the case of lateral surface events, it maase to irradiate the lateral surfaces
and use scan measurements in order to obtain depth depentigatues. The presented simu-
lations are therefore based on this approach.

Impurity, dficiency and gain in half-life sensitivity were calculated four different ranges
along the fiducial part of the interaction de@hi.e. Q2 < z < 0.97. The results for all cuts
are plotted in figure 6.13. According to expectatio@s,, drops towards the cathode in every
considered casér, , ranges between 1 and 1.4 almost everywhere. To make themacabi@
to the overall results from the previous section, mean \&aluere calculated and listed in table
6.4. Again, the third cut combination scores the best resulh values ofGr,,, = 1.32 (1.26)
for the third cut combination and a constant alpha (bet#&),ratt apparently, even when using
depth dependent cut values, the cut works worse near thrallatdes than in the crystal bulk.
This can be explained with the special pulse shapes of lsierace events explained in section
4.1.2. DIP and ERT features have clear impact on thikemince pulse and thus also on its
differentiations.

It has however not yet been observed to what extent the gezsarethod removes events that
are already flagged as bad events by the LSE cut (see secti@). 4Thus the given numbers
have to be treated with caution.

It can be assumed that more powerful cuts are possible ifvblete were generally separated
into ERT- and DIP-like pulses before deriving cut valuesdach class. The approach is left to
further investigation beyond this thesis.

6.5 Test with Coincidence Data

Coincidence analysis is a useful tool to identify sequertsghys. J. Timm searched for coin-
cidences from natural decay chains within the data takdmeaCOBRA demonstrator [Tim15].
In connection with alpha discrimination, two of the invegstied transitions from the uranium
chain are of special interest:

5
214 7, 214pg 4, 210ppy  gnqd

: (6.8)
214gj 2, 2107y L, 210ppy
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Figure 6.13: Results of depth dependent alpha cuts at Istenfaces.

Table 6.4: Mean values fofficiencies and gain in half-life sensitivity for the lateralaces.

Approach Cut] w | s | Gryp
P1 | 0.50| 0.76| 1.09+ 0.15
(): const.aratio P2 || 0.34| 0.64| 1.09+ 0.15
P3 || 0.50| 0.78| 1.10+ 0.16
P1 | 0.55| 0.92| 1.24+0.17
(ii): const.pratio P2 || 0.67| 0.86| 1.04+ 0.15
P3 | 0.63]| 0.91| 1.15+0.16
C1l || 0.70| 0.90| 1.08+0.15
(): const.aratio C2 || 0.49| 0.76| 1.09+ 0.15
C3 || 0.15| 0.51| 1.32+0.19
C1l || 0.85|0.98| 1.07+0.15
(ii): const.gratio C2 || 0.63| 0.93| 1.16+0.16
C3 || 0.38| 0.78| 1.26+0.18
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Table 6.5: Coincidences used for pulse shape analysis Blim1

coincidence|| startevent | stopevent | half-life of stop event
2U9Rj - 21%pg || 3. E < 3.3MeV | a: 7.7 MeV 164us
214Bj - 208T] a. 6 MeV B: E <1.8MeV 180s

Table 6.6: Energy and time windows used for coincidencecbddim15].

coincidence|| start energy window |  stop energy window | time window
214Bj - 2%Po || 0.3MeV < E < 1.5MeV ‘ 7.45MeV < E < 8.4 MeV ‘ t<16ms

214gj - 208T| || 6.1MeV<E <6.4MeV | 0.3MeV<E < 18MeV | t<9159s

Both contain an alpha and a beta decay and both happen neachather in the detector.
This provides the rare opportunity to compare alpha andgad&es not only from side but also
from bulk events. The first decay in the sequence is searadreslithin a well-defined energy
window. It serves as trigger for the search for the secondyechich has to follow within a
certain time and energy window. The decay energies andiia#f-are given in table 6.5. The
used time and energy windows follow in table 6.6.

23 coincidences of th&“Bi - 2Po type and 35 coincidences of tHéBi - 2°°T| type could be
found within 134.9 kg days of data. Their pulses were analyzed to determine paeesn@)
through (3). Other than for the measurements from sect@ylee energies from the coincident
alphas and betasftier significantly. Although an unorthodox approach, paramsetl) and (3)
from alpha events, which are known to be linearly dependanthe energy, were scaled to
make them comparable to betas. Parameter (2) was determitiexlit adaptation since here
only minor energy dependence is expected. The resultingesakere filled into scatter plots,
comparing the parameters in pairs. Figure 6.14 shows the fuoall 2*“Bi - 2%%T| type bulk
events, i.e. below an interaction depth of 0.9. Alphas ands&re represented by red and blue
marks, respectively.

It might impress at first sight that the alphas and betas akeeith distributed in distinct clouds
— even with the event pairs coming from many detectors wiffiednt characteristics and volt-
ages. However, their constellation is not the intended &woe.a discrimination, parameter (1)
and (3) should be higher for alphas than for betas. For pasan(®) it should be the other
way round. A constellation in the described way would havenba strong indication that a
discrimination is possible for events of similar energy.t Bpparently the alpha clouds at the
considered energies exceed the beta clouds in size due lardgfecenergy dierence between
alphas and betas.

6.6 Discussion

The cut criteria tested in the analysis proved to hold paéfdr an alpha discrimination at
the COBRA experiment. The studies provide the importantriigpdhat pulse shape analysis
enables event discrimination by means of cloud sizes affihtloe applied cuts were chosen to



6.6. Discussion 97

—80 —80 725
3 3 c
%70_ R ® alphas "%70_ ® alphas R S . ® alphas
%60 . + betas %60 + betas . ;20- ° . + betas
- + - + =
§sofF $sof Sk ° .
o
a0f * a0F . o
° ° ° °
° °
30 ¢ 30F i 00 v,
‘ ‘ . ‘
o N ° r ° A L
20| R ot ° 20 ® Y e R o » 0’ .
10F 0 e ° 10F ¢° ¢ °
L4 ° ° ° ,
) PP I I I P P T IR U DO DI P T ) I T T T S B P T
0 5 10 15 20 25 0 2 4 6 10 12 14 16 0 2 4 6 8 10 12 14 16
Parameter 2 [10 ns] Parameter 3 [a.u.] Parameter 3 [a.u.]

Figure 6.14: Scatter plots with cut parameters obtained fiee analysis of coincident event pairs. The plots show
all coincident events from th&*Bi - 2°8T| type which have an interaction depth below 0.9.

be static and simple. This opens up opportunities for a yaokfuture studies.

Known alpha peaks in the energy spectrum can be used as@hgamples in order to deter-
mine cut values. It could be insightful to see how the wholecgal shape would react on such
a cut. Another interesting aspect could be the study of mhiapes from double escape events.
These can occur subsequent to pair production processesthdemitted positron gets caught
by an electron in the detector material and the subsequainttiktion photons escape the de-
tector. The charge clouds generated by the initially predugectron and positron pair are the
only contribution to the detector pulse which should in pite be very close to a double beta
signal.

So far, the cut values for measured data were obtained exgetally. It is not possible to
simply adopt values from the detector simulation. It migatdmssible to do so in the future,
when further development of the simulation allows for theedmination of absolute cut values.
Thinking of circa 10000 detectors in a large-scale setuph supossibility could save a high
amount of &ort.

From the experimental point of view, the irradiation measugents at the cathode have to be re-
peated with dierent detectors to study the dependence of cut parametkiperformance
on intrinsic detector characteristics. Since the drifteiproved a crucial factor for a successful
discrimination, other HV settings should also be tested.igh libias should make the carriers
faster. It might be useful to choose the working point for HWaB not only w.r.t. energy
resolution but to optimize it by means of alpha discrimitigpi Furthermore, scan measure-
ments with alphas and betas on the lateral detector sidesosbe done and analyzed in terms
of the developed pulse parameters. This could lead to arhgitierstanding of charge drift and
improve the cut methods.

The discrimination was studied with the K11 x 1) cn?® single grid detector type currently in
use at the demonstrator. For a large-scale COBRA setup2(R 1.5) cn?® quad-grid detectors
are favored. Since it was shown that a longer drift diminssie cut performance, the distance
between cathode and anode plane of now 1.5cm is expected e megligible. The cathode
measurements and simulations presented in this chaptgiddherepeated with the larger quad-
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grid detectors.

In the long term, the studies lay the foundation for a moregesmmultivariate analysis using
neural networks. Nonetheless, one has to bear in mind tiatichination is only possible if
the clouds are actually flierent when collected, delineating in a way the limiting éacif the
method.

The alternative to an alpha discrimination is the reductbsurface events. Up to a certain
degree, this is possible with the already used LSE cut. A&iranalytic approach worth inves-
tigation is the’g criterion used at the GERDA experiment, where the amplitudéthe current
pulse, corresponding to the first derivative of the COBRA&edence pulse, is divided by the
energyE and plotted againdgE to display pulse features.

It should also be tested both from the experimental side atidsamulations if charge clouds
from lateral side events can be prevented from being celieat the anodes by modifications
of the electric field. These could be due to changes in theeagod design or to the contacting
of the already present guard ring.



Chapter 7
Conclusion and Outlook

The aim of this thesis was to study if and to what extent alpleats in CZT CPG detectors
can be discriminated by means of pulse shape analysis. Tak size of their charge cloud
is the key property for this approach. On the basis of detatadies regarding formation and
transport of charge clouds as well as signal generatiopyaat parameters for comparison
were defined. Several static cuts were developed and testéded discrimination power.
Measurements of cathode irradiation of ax(1 x 1) cn?® detector with alphas and betas up to
2 MeV were analyzed and revealed that large parts of the gvesre in fact distinguishable. It
was possible to reduce the alphas to 20 % while nearly 60 % Bataived for 2 MeV patrticles.
This can be regarded as a measurable success. Furthernsobehavior of cutféiciency and
impurity indicates that all cuts perform even better forh@genergies including the COBRA
ROI. This impression was substantiated by detector sinomst These also confirmed the
hypothesis that the discrimination of cathode events isplimated by drift éfects and will be
more successful near the anodes.

Even though on the one hand a total separation between alphzeta events was not achieved,
the studies show on the other hand that due to high fluctimbbmitial cloud sizes for betas
and strong electrostatic repulsion for alphas the clougsgpartially share the same range. From
this point of view, the conclusion must be rephrased: Thitesiethods did not reach a full
distinction between alphas and betas, but neverthelegsstham to be quite sensitive to the
size of charge clouds. Future analysis methods within agdrizethe COBRA experiment can
benefit from this important finding.

Assuming a uniformly distributed alpha contamination, de¢ector simulation predicted that

COBRA can increase its half-life sensitivity by (#024) % by using the developed cuts. The
applied cut values were determined from cathode events. dxpected that depth dependent
cut values will yield even better results.

For a pure surface contamination, the gain is{B2) %. At the moment however, an application
in the running experiment is impracticable. The cut valuagehto be derived individually for
each detector from irradiation measurements which carendobe inside the current shielding.
For detectors to be installed in the future, it is advisablpdrform preliminary studies.
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In any case, the subject of alpha discrimination is worthhier investigation. This includes

scan measurements with alphas and betas at the lateratesirfan important aspect is the cut
performance in the larger quad-grid detectors. It has tobestigated how the discrimination
works for longer drift times. The performed studies are thgidfor a more complex multivari-

ate analysis using neural networks.

The detector simulation which was further developed in ingrse of this thesis turned out to
be an important spinfbtool with applications far beyond the described alpha disicration.
Drift effects and impact of electronics were considered, being itapbsteps towards a realis-
tic pulse simulation. Simulations of the electric field weegried out and used to estimate the
impact of surfaces and junctions. The detector simulatias used to reproduce the cathode
measurements and returned accurate results that resevwanieduch the experimental out-
come. This underlines the quality of the device. Apart fréva application in terms of alpha
discrimination, the detector simulation has a great siganite for the COBRA experiment. It
can be manifoldly used, e.g. for pulse studies affidiency calculation — as already done to
calculate COBRA limits on €33 half-lives [Q"15].

Energy resolutions were calculated from simulated pulBes different detectors, the detector
simulation produced resolutions between 1.89 and 1.93 %2®®6 compared to experimen-
tal values between 2.38 and 3.21 % @662 keV. The deviatiomeaxplained with individual
crystal defects which are not part of the simulation.

Possible improvements of the simulation include the imgetation of an enhanced density of
trapping centers towards all detector surfaces and thela&etension of drifting charge clouds,
allowing for charge to get lost by crossing a surface. In thark, it will be important to adapt
the detector simulation to a quad-grid detector designrilrcple, this is a solvable task. The
weighting potential has to be recalculated with COMSOL hfysics and changes have to be
made in the hard-coded detector geometry within the sowde.c

An improved detector simulation could become of great ingoe for the alpha discrimi-
nation: If the simulation can be used to determine the cutesla considerable amount of
measurement time andfert can be saved in a large-scale COBRA setup.
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Table A.1: Overview on the uranium decay chain [W. 07]. Haks and Q-values are given for all decay stages.
Branching ratios and emission probabilities are writtehriackets behind the Q-value.

half-life isotope a-decay B-decay y-decay
decay energy [MeV]  energy [MeV] energy [keV]
(branch [%]) (branch [%]) (branch [%]) (emiss. prob. [%])

4,468 10°y 238 a: 4,197 (77)
100l @  «: 4,147 (23) y: 49,55 (0,062)
24,1d 234Th B: 0,199 (72,5) y: 92,37 (2,42)
1004 B B: 0,104 (17,8) y: 63,28 (4,1)
B:0,060(7,1) y: 92,79 (2,39)
1,175m 234mpg B: 2,29 (98,4)
1004 B B:1,53(0,62) y: 766,37 (0,316)
B:1,25(0,74) : 1001,03 (0,839)
2,45 10°y 234U a: 4,775 (72,5)
100l @  «: 4,723(27,5) y: 53,20 (0,123)
7,538 10%y 230Th a: 4,688 (76,3)
100l @  «: 4,621(23,4) y: 67,67 (0,38)
1600y 22°Ra a: 4,784 (94,5)
100l @  «: 4,601 (5,55) y: 186,10 (3,51)
3,8235d 222Rn a: 5,490 (99,9)
100l @  «: 4,987 (0,08)
3,05m 2180 a: 6,002 (100)
0,018 99,98
B/ N«
~2s 218t 219Pb B: 0,73 (40,5) y: 295,21 (18,15)
26,8m a\ /B y: 241,98 (7,12)
B: 0,67 (46)  y:351,92(35,1)
19,9m 29Bi B: 3,275 (19,9) y: 609,32 (44,6)
0,021 99,979 B:1,88(7,18) y: 768,36 (4,76)
a/ \pB B: (17,5) y: 1120,29 (14,7)
B: (8,26) y: 1238,11 (5,78)
B:1,51(16,9) y:1764,49 (15,1)
B:1,02(16,9) y: 2204,21 (4,98)
1,3m 21071 22%Po a2 7,687 (100)
164,3us B\ / @
22,3y 22%Pb B: 0,063 (19)
~100) B B: 0,017 (81)  v: 46,54 (4,24)
5,013d 210Bi B: 1,161 (99)
~100] B
138,4d 200  a:5,305(99)
100] a

206
stable & Pb
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Table A.2: Overview on the thorium decay chain [W. 07]. Halés and Q-values are given for all decay stages.
Branching ratios and emission probabilities are writtehriackets behind the Q-value.

half-life isotope a-decay B-decay y-decay
decay energy [MeV] energy [MeV] energy [keV]
(branch [%]) (branch [%]) (branch [%]) (emiss. prob. [%])
23
902Th
1,405100y 100} a «: 4,012 (77,9)
a: 3,954 (22,1) v: 63,81 (0,27)
228
g8 Ra
5,75y 100, 8 B: 0,039 (60)
: 0,015 (40)
228
89 AC
6,15h 10Q, 8 B: 2,18 (10) v: 338,32 (11,3)
B: 1,70 (11,6) y: 968,97 (16,2)
B:1,11(31,0) v:911,21(26,6)
22
9081-h
1,9131y 10Q « a: 5,423 (71,1)
a: 5,340 (28,2) v: 84,37 (1,22)
a: 5,221 (0,44) v: 215,99 (0,28)
224
g6 Ra
3,664d 10Q « a: 5,685 (94,9)
a: 5,449 (5,1) v: 240,99 (4,1)
220
86 RN
55,6s 10Q « a: 6,288 (99,9)
a: 5,747 (0,11) v: 549,73 (0,11)
216
84 PO
0,145s 10Q « a: 6,778 (100)
212
&2 Pb
10,64h 10Q 8 B: 0,569 (12) y: 300,09 (3,25)
5:0,331(83) y:238,63(43,5)
5: 0,159 (5)
212p;
83 Bl
60,55m 35,94 64,06
a/ \\B a: 6,089 (27,1) pB: 2,248 (86,6) y: 1620,74 (1,5)
a: 6,050 (69,9) B:1,521(6,8) 1y:727,33(6,7)
20 212
i Tl g;°Po
3,053 m B\ @ « 8,785(100)
0,298us B: 1,80 (51) v: 583,19 (30,6)
B:1,52(21,7) vy: 860,56 (4,5)
B:1,29(22,8) v:511,77(8,2)
B: 1,52 (3,1) v: 2614,53 (35,8)
stable 2%%Pb
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Appendix B

Software

The following paragraphs briefly describe the softwaregamled for analysis and simulation
in the course of the present thesis.

ROOT

ROOQOT is a modular scientific software framework based on tegramming language -
[httd]. It was developed at CERN and is appropriate for traeessing, analysis, visualization
and storage of huge data volumes. All histograms and graphsel in the course of this thesis
were made with ROOT.

Geant4

The Geant4framework uses Monte Carlo (MC) methods to simulate thegzgsand transport
of particles through matter [httc]. Various models and paater lists are considered and allow
to implement the respective detector materials and geaseffhe object-orientated software
is based on €+ and was developed at CERN. For the MC simulations presentisi thesis,
version 4.10.0 was used.

VENOM

The simulation package VENOM was designed for the specedisievithin the COBRA col-
laboration. It can be used for MC simulations of semicondudetector based double beta ex-
periments. VENOM is object-orientated and uses the metandsnodels provided by Geant4.
The geometries of single detectors, the demonstrator ama&yen models of the large-scale
setup including electronics and shielding can be loade&GDAIL files.

DecayO

DECAYO is an event generator written in FORTRAN for the siatidn of particle decays
[Trel5]. It was developed to generate the initial kinenst€ particles emitted especially in

1GEometryANd Tracking
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double beta processes. Within this thesis, DECAYO0 was ussidiulate the neutrinoless double
beta decay of'®Cd. The outcome was passed to VENOM.

MANTICORE

MANTICORE? is a processing tool written in-G+ and based on ROOT. It was designed for
COBRA and is used to determine e.g. deposited energy andchatien depth from the raw
data. MANTICORE is also used to flag and reject backgroundusupthysical events. A doc-
umentation can be found in [Zat14]. For the pulse shape amsapyesented in this thesis, the
code was adapted to determine additional information ss@xttema of signal derivatives.

COMSOL Multiphysics

COMSOL Multiphysics is a commercial software for the sintiga and analysis of physical
phenomena in applications [hm]. Coupled problems and physquations are solved based
on the finite element method. For this thesis, version 5.0wsgasl together with the modules
ACDC andSemiconductoto simulate the weighting potential and the electric po&iviside
the detector.

2Multiple AnalysisToolkit for the COBRA Experiment
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