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Abstract

The aim of the COBRA experiment is the search for neutrinoless double beta decay using

CdZnTe semiconductor detectors. A background rate in the order of 10−3 counts per keV, kg and

year is intended in order to be sensitive to a half-life larger than 1026 years. Measurements from

a demonstrator set-up and Monte Carlo simulations indicatethat a large background component

is due to alpha particles. These generate charge clouds of only few µm in diameter in the

detector, leading to characteristic pulse features.

Parameter-based cut criteria were developed to discriminate alpha events by means of their

pulse shapes. The cuts were tested on data from alpha and betairradiation of a (1× 1× 1) cm3

CdZnTe detector with coplanar grid. The pulse shapes of all event signals were read out by

FADCs with a sampling rate of 100 MHz. It was possible to reduce the alphas to 20 % while

nearly 60 % of the betas survived for 2 MeV particles. The results were reproduced well by a

detector simulation which hence was used to study the cut forenergies up to 3 MeV and different

detector regions. The simulations show an enhanced cut performance towards the anode plane

and for higher energies. Assuming a uniformly distributed alpha contamination, the COBRA

half-life sensitivity could be increased by (70± 24) %. For a surface-only contamination, the

gain is predicted to be (32± 19) %.

The applied detector simulation is a tool designed for COBRA. In the course of this thesis, it was

substantially further developed based on 3D simulations ofthe electric field and studies of drift

effects such as thermal diffusion, electrostatic repulsion and carrier trapping. All major effects

in charge transport and electronic impacts during signal transmission are now being considered.



Zusammenfassung

Das Ziel des COBRA-Experiments ist die Suche nach neutrinolosem Doppelbetazerfall mit

CdZnTe-Halbleiterdetektoren. Es wird eine Untergrundrate von 10−3 Ereignissen pro keV, kg

und Jahr angestrebt, um eine Sensitivität auf die Halbwertszeit von mehr als 1026 Jahren zu

erreichen. Aus Messungen an einem Demonstratoraufbau sowie aus Monte-Carlo-Simulationen

ist bekannt, dass ein Großteil des Untergrundes auf Alphateilchen zurückzuführen ist. Diese

generieren im Detektor Ladungswolken von nur wenigenµm im Durchmesser. Die Folge sind

charakteristische Signaleigenschaften.

Es wurden parameterbasierte Schnittkriterien entwickelt, um Alpha- von Betaereignissen an-

hand ihrer Pulsformen zu unterscheiden. Diese wurden auf Daten angewandt, die zuvor durch

Bestrahlung eines (1× 1 × 1) cm3 großen CdZnTe-Detektors mit koplanarem Gitter gewon-

nen wurden. Die Pulsformen aller Ereignisse wurden von FADCs mit einer Abtastrate von

100 MHz ausgelesen. Bei Teilchenenergien von 2 MeV konnten die Alphas auf 20 % reduziert

werden, während nahezu 60 % der Betas überlebten. Die Ergebnisse konnten von einer De-

tektorsimulation reproduziert werden, die daraufhin fürdie Untersuchung von Energien bis zu

3 MeV und unterschiedlicher Detektorbereiche eingesetzt wurde. Entgegen der Anodenfläche

und zu höheren Energien prognostizieren die Simulationeneine gesteigerte Leistungsfähigkeit

der Schnitte. Unter der Annahme, dass Verunreinigungen durch Alphazerfälle gleichmäßig

über den Detektor verteilt sind, könnte die Sensitivität von COBRA auf die Halbwertszeit um

(70± 24) % erhöht werden. Im Falle einer ausschließlichen Oberflächenkontamination läge die

Steigerung bei (32± 19) %.

Die verwendete Detektorsimulation ist ein eigens für COBRA entwickeltes Werkzeug. Im Zuge

dieser Arbeit wurde es, basierend auf 3D-Simulationen des elektrischen Feldes und Studien von

Drifteffekten wie etwa thermischer Diffusion, elektrostatischer Abstoßung und Ladungsverlust

durch Trapping, maßgeblich weiterentwickelt. Alle Hauptaspekte des Ladungstransports und

der elektronischen Einflüsse während der Signalübermittlung werden nun berücksichtigt.
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Chapter 1

Introduction

The semiconducting compound material cadmium zinc telluride – also CdZnTe or simply CZT

– has gained growing importance over the last decades. Proclaimed in the 1970s as a promis-

ing candidate to replace germanium detectors, which need cooling to cryogenic temperatures,

CdTe and later also CZT crystals can by now be produced in highquality thanks to remarkable

progress in the technology of crystal growth in the 1990s [TW00,Sch01]. A large band gap al-

lows for room temperature operation. The high density makesCZT suitable for hard X-ray and

γ-ray detection. The energy resolution is high enough for spectroscopic purposes. Nowadays,

CZT devices are commonly used for nuclear instrumentation in science and industry as well as

for medical imaging.

A substantial role for CZT is foreseen at the COBRA experiment. COBRA is a next generation

experiment to search for neutrinoless double beta (0νββ) decay. Not only do CZT crystals have

the function to detect the signal, they also serve as source of the decay, since several candidate

isotopes are contained. 0νββ decay would, if actually observed, represent a twofold violation

of the total lepton number – a fact clearly contradicting theStandard Model of particle physics.

For the neutrino itself, this would mean that it is identicalto its own antiparticle, a so-called Ma-

jorana particle. Furthermore, the measured half-life can give a hint on the ordering of neutrino

mass eigenstates, known as mass hierarchy. The comprehension of these fundamental aspects

of particle physics has also contribution to the solution ofhot astroparticle and cosmological

problems, related to the neutrino mass scale and nature [GP12].

Half-lives of 0νββ decay are predicted to be in the order of 1026 years and higher. The extreme

rarity demands for a detector operation under ultra low background conditions. Currently, a

demonstrator setup is taking data with an array of 1 cm3 CZT detectors of coplanar grid (CPG)

type [T+15]. A multi-layer shielding and additional analysis cuts suppress the background to

less than 1 counts
keV·kg·yr . The aim is to reach 10−3 counts

keV·kg·yr in order to be sensitive to 2· 1026 years of

half-life, corresponding to a Majorana mass of 0.05 eV.

The current background is dominated by alpha-induced events. With regard to detection sen-

sitivity, a lot can be gained from methods to separate these from the signal, i.e. the two betas

emerging from 0νββ decay. The point of departure for a discrimination is the different ionization
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behavior of alphas and betas, leading to characteristic attenuation lengths. While incident alphas

travel only a couple ofµm in CZT, betas of comparable energy cover up to mm distances.It

could be verified with pixelated CdTe detectors that the clouds of generated electrons and holes

are indeed much more compact for alphas than for betas [Gle14]. At COBRA, fast analog-to-

digital converters allow for a detailed analysis of the pulse shapes. An extended charge cloud

causes the charge collection at the electrodes to take longer. An impact on the detector signals

is expected.

In the course of this thesis it is investigated how the different sizes and profiles of the clouds

affect the detector signals with regard to a discrimination of alpha events. The following chap-

ter gives an overview on the aspects of neutrino physics thatmotivate the COBRA experiment.

The experiment itself is presented in chapter 3, including adescription of the readout chain

and shielding currently in use for the demonstrator. Chapter 4 is devoted to the function and

features of CZT detectors with CPG design. It is explained how signals arise and how event

reconstruction is done. Great emphasis was placed on the generation and transport of charge

clouds. Simulations of the electric field inside the detectors are presented, taking into account

also surface effects and junctions. Chapter 5 describes a detector simulation which was devel-

oped for COBRA to reproduce pulse shapes of CPG devices. Throughout this thesis, the tool

was essentially further developed and can now be used for validations of pulse shape analyses

and efficiency predictions. The conclusions from the previous chapter are considered to provide

appropriate treatment of drift effects. The CPG studies are also the basis of the pulse shape anal-

ysis presented in chapter 6. Suitable parameters are developed to tell alpha from beta events.

Cut criteria are formulated and used on signals from dedicated measurements. The detector

simulation is used to investigate the cut behavior in different detector areas and to predict cut

efficiencies. All results are summarized and briefly reviewed ina final chapter.



Chapter 2

Neutrino Physics

During the past 50 years a series of discoveries changed the fundamental assumptions in particle

physics every so often, always going along with a deeper understanding of the basic elements

and concepts that our world is made of. The Standard Model (SM) that was developed through-

out the decades helps to explain various observations but isalso stretched to its limits at some

points, especially in the neutrino sector. The facts that neutrinos are able to change their flavor

eigenstates and must therefore have finite mass are both not compatible with the conservative

SM theories. Furthermore it is believed that neutrinos are Majorana fermions, another property

not anticipated by the SM.

This chapter gives a brief overview on some of the various aspects of neutrino physics and the

latest observations in this field. The basic concept of neutrino oscillations are depicted, lead-

ing to two contrary mass hierarchies. Majorana fermions areintroduced before both neutrino

accompanied and neutrinoless double beta decay are treated.

2.1 Neutrino Oscillations

In the early 1970s, R. Daviset al. were the first to observe the solar neutrino problem [BD76].

In the Homestake experiment they measured the rate of electron neutrinos (νe) produced by

nuclear fusion in the sun and found that a significantly lowerrate ofνe reached the earth than

predicted.

The neutrino oscillation is a mechanism to explain this issue. According to the formalism neu-

trinos can be described by either mass eigenstates|νi〉 with eigenvaluesmi or flavor eigenstates

|να〉 which are linear superpositions of each other:

|να〉 =
∑

i

Uαi |νi〉 , |νi〉 =
∑

α

U∗αi |να〉 , (2.1)

where theUαi are the entries of a unitary mixing matrixU and theU∗αi their complex conjuga-

tions. Neutrinos take part in weak interactions in their flavor eigenstates. The underlying mass

eigenstates are time dependent and while a neutrino propagates through space the probability
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Table 2.1: Current values for mixing angles and squared massdifferences [Gro14]. Where necessary, values are
given both for normal and inverted mass hierarchy (NH and IH,respectively).

Parameter Value

sin(2θ12) 0.846± 0.021
sin(2θ23)NH 0.999+0.001

−0.018
sin(2θ23)IH 1.000+0.000

−0.017
sin(2θ13) (9.3± 0.8) · 10−2

∆m2
21 (7.53± 0.18) · 10−5eV2

∣
∣
∣∆m2

32

∣
∣
∣
NH

(2.44± 0.06) · 10−3eV2
∣
∣
∣∆m2

32

∣
∣
∣
IH

(2.52± 0.07) · 10−3eV2

to find it in a certain flavor eigenstate changes. For a neutrino with energyE that is produced as

|να〉, the probability to observe it as|νβ〉 after a travelling distanceL in vacuum1 is given as

P(α → β, L) =
∑

i, j

UαiU
∗
α jU

∗
βiUβ j exp




−i
∆m2

i j L

2E




(2.2)

with ∆m2
i j being the squared mass difference betweenmi andmj. Thus an oscillation between

flavor eigenstates arises whose frequency is given by the∆m2
i j and whose amplitude is defined

by theUαi. In case of three neutrino flavors (α = e, µ, τ, i = 1, 2, 3) the mixing matrix can be

parametrized as follows:

UPMNS =





1 0 0

0 cosθ23 sinθ23

0 − sinθ23 cosθ23









cosθ13 0 sinθ13e−iδCP

0 1 0

− sinθ13eiδCP 0 cosθ13









cosθ12 sinθ12 0

− sinθ12 cosθ12 0

0 0 1





.

(2.3)

Besides the three mixing anglesθi j , a complex phaseδCP is introduced which allows for CP

violation. UPMNS is usually referred to as PMNS matrix2 [MNS62].

From the 1990s on, numerous experiments (e.g. SNO, SuperKamiokande, KamLAND, OPERA)

confirmed the oscillation nature of neutrinos and helped to determine all mixing angles and

squared mass differences. The value forδCP has not been determined yet. Current oscillation

parameters are listed in table 2.1. It was found that∆m2
21 is two orders of magnitude smaller

than
∣
∣
∣∆m2

32

∣
∣
∣ and it can be concluded that

∣
∣
∣∆m2

32

∣
∣
∣ ≈

∣
∣
∣∆m2

31

∣
∣
∣. No absolute masses are known, so that

it is in principle possible for the lightestmi to be massless. As only the sign of∆m2
21 has been

identified yet, two different ways of ordering the mass eigenvalues are thinkable, as illustrated

in figure 2.1. The orderings are referred to as mass hierarchies, whereas eitherm1 is the lightest

mass eigenvalue (normal hierarchy, NH) orm3 (inverted hierarchy, IH). Up to date no hierarchy

could yet be excluded.

1For neutrino oscillations in matter an adaptation of the formalism has to be made, known as the MSW effect. A
detailed description can be found e.g. in [Zub12].

2Pontecorvo-Maki-Nakagawa-Sakata matrix
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m2
1

m2
3

m2
2

normal

m2
3

m2
2

m2
1

inverted 6

0
∼ ?〉

���� ∼ 10−3〉
∼ 10−5〉

[(eV)2]

Figure 2.1: Illustration of mass orderings [JT]. Dependingon the identity of the lightest mass eigenstate, two
orders are thinkable referred to as normal and inverted hierarchy.

2.2 Majorana Fermions

The difference between a Majorana and a Dirac particle can be explained rather simply: A

Majorana particle is its own antiparticle while a Dirac particle is not. As the idea and its conse-

quences are fundamental in the context of 0νββ-experiments, the following section is dedicated

to this topic.

For the following it is useful to have the meaning of chirality in mind. The term often comes

along with the concept of helicity, although they do not necessarily mean the same. Helicity is

the projection of the particle spin~s onto the direction of momentum~p,

H = ~s~p
∣
∣
∣~s
∣
∣
∣

∣
∣
∣~p

∣
∣
∣

. (2.4)

As ~s and ~p are either parallel or antiparallel,H = ±1. Chirality describes the way a parti-

cle transforms in the Minkowski spacetime isometries3 which is either right- or left-handed.

According to the V-A theory of weak interaction, only left-handed particles (right-handed an-

tiparticles) couple to W± bosons. For massless particles on the one side, right-handedness is

equivalent to negative (positive) helicity. For particleswith rest massm , 0 on the other side,

chirality and helicity are not inevitably consistent. Here, the probability for a contrary helicity

is P = 1− v
c

with v being the velocity of the particle andc the speed of light.

According to the SM, all fundamental fermions are Dirac fermions. Table 2.2 shows the ele-

mentary SM fermions and their division into quarks and leptons. The arrangement in so-called

isospin doublets implies pairwise identical behavior withrespect to weak interactions. As only

left-handed particles couple to W± bosons, right-handed particles make up weak isospin sin-

glets. For the existence of right-handed neutrinos no evidence has been found yet and if they

3An isometry is a Lorentz invariant linear bijection. Minkowski spacetime isometries are therefore translations in
time or space. The group of all Minkowski spacetime isometries is the Poincaré group.
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Table 2.2: Division of the elementary SM fermions into quarks and leptons. Transitions within one generation are
possible only for left-handed particles.

(

νe

e−

)

L

(

νµ
µ−

)

L

(

µτ
τ−

)

L

leptons

e−R µ−R τ−R

(

u
d′

)

L

(

c
s′

)

L

(

t
b′

)

L

quarks

uR cR tR
dR sR bR

exist, they must be sterile, i.e. not taking part in any SM interaction.

As a matter of fact the relative mass difference between neutrinos and any of the charged leptons

is by far greater than for quarks within one generation. It sohappens that this might be explained

by Majorana fermions.

2.2.1 Lagrangian Mass Terms and the Seesaw Mechanism

The relativistic behavior of fermions with spin12 and massm was derived by Paul Dirac, who

in 1928 described it in [Dir28]. In the equation named after him, Dirac used a wave function

ψ to describe the fermion. To consider both particle and antiparticle with each of the spin con-

figurationsup anddown, ψ can be treated as a spinor of at least four independent and complex

components (Dirac spinor).

In quantum electro dynamics (QED), as in any quantum field theory, the LagrangianL deter-

mines all fundamental fields and quantum states. Therefore,it is not surprising to find the Dirac

equation as part of the QED Lagrangian:

L = ψ̄


iγµ
∂

∂xµ
−m



ψ , (2.5)

with µ = 0, 1, 2, 3 and theγµ being 4× 4 matrices. The first term corresponds to the kinetic

energy and is thus called kinetic term while the second is themass term.

ψ can be separated into a right- and a left-handed chiral component by the help of a projection

operatorPL,R via

ψ = ψR + ψL , where ψL,R = PL,Rψ . (2.6)

The Dirac mass term can be expressed with the chiral component Weyl spinors as

LDirac = mD(ψ̄LψR + ψ̄RψL) , (2.7)

speaking now of a Dirac massmD instead ofm.
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In 1937, Ettore Majorana stated that the Dirac equation might be solved for a spinor of four real

components, thus describing a fermion that is identical to its antiparticle [Maj37]. Apparently

this condition applies only to uncharged particles. For this reason the Majorana character can

only apply to the neutrinos.

For the description of a Majorana particle, a two-componentspinor is sufficient. The mass term

reads

LMajorana=
1
2

(mMψ̄ψ
c +m∗Mψ̄

cψ) =
1
2

(mMψ̄ψ
c) + h.c. . (2.8)

It was necessary to introduce the charge-conjugated spinorψc and the Majorana massmM. Here

and below, the lettersh.c. depict the Hermitian conjugate.

Again it is possible to project the right- and left-handed chiral components ofψ. To formulate

a right- and a left-handed mass term, alsomM has to be split, thus

LMajorana= LL
Majorana+ LR

Majorana

=
1
2

mLψ̄Lψ
c
R +

1
2

mRψ̄
c
LψR + h.c. .

(2.9)

In combination, eq. (2.7) and (2.9) lead to the most general mass term

2LDirac-Majorana= mD(ψ̄LψR + ψ̄
c
Lψ

c
R) +mLψ̄Lψ

c
R +mRψ̄

c
LψR + h.c.

=

(

ψ̄L, ψ̄
c
L

)

M





ψc
R

ψR




+ h.c. with M =





mL mD

mD mR




.

(2.10)

By diagonalizingM, one can obtain the mass eigenstates and thus the corresponding mass

eigenvalues. The pure Dirac case as given by the Dirac Lagrangian in equation (2.7) follows if

mL = mR = 0, then the mass eigenstate is the Dirac massmD.

Another popular scenario is the casemR≫ mD, mL = 0. Two mass eigenvalues are obtained:

m1 =
m2

D

mR
, m2 = mR



1+
m2

D

m2
R



 ≈ mR . (2.11)

m1 can be identified with the mass of the left-handed neutrino, which could in principle explain

why the observed mass values are so small. The consequence however would be a very heavy

partner neutrino with massm2. Because of the inverse mass relation between the neutrino and its

partner, this theory was given the illustrative nameseesaw mechanism. The reason why we did

not already come across the partner neutrino experimentally is its chirality, as it would be right-

handed – and therefore sterile. Actually, the massive seesaw partner is one of the candidates for

cold dark matter [Dre13, L+15]. But on the basis of the above, the key feature to this theory is

the Majorana nature of the neutrino.
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2.2.2 Effective Majorana Mass

A neutrino will always interact in one of its flavor eigenstates. The electron neutrino mass
〈

mνe

〉

observed in experiments measuring the end point of aβ-decay spectrum is the incoherent sum

of the mass eigenvalues:

〈

mνe

〉

=

√√
3∑

i=1

|miUei|2 . (2.12)

The Mainz experiment determined an upper limit of 2 eV for
〈

mνe

〉

at 95 % C.L.4 by measuring

the end point of the tritium decay spectrum [K+05,OW08]. Currently the KATRIN experiment

is attempting to lower this value down to 0.2 eV [Par13].

As will be depicted in more detail in section 2.3, 0νββ-experiments such as COBRA, GERDA

and CUORE are sensitive to the coherent sum
〈

mββ

〉

of the mass eigenvalues, often referred to

as effective Majorana mass:

〈

mββ

〉

=

∣
∣
∣
∣
∣
∣
∣
∣

3∑

i=1

miU
2
ei

∣
∣
∣
∣
∣
∣
∣
∣

. (2.13)

In case of Majorana neutrinos, the mixing matrix has to be adapted in such a way that

UM = UPMNS ·





1 0 0

0 eiα1 0

0 0 eiα2





. (2.14)

The two Majorana phasesα1 andα2 are introduced as new free parameters ofU. It can be seen

in equation (2.12) and (2.13) that unlike the effective Majorana mass, the observed neutrino

mass
〈

mνe

〉

remains untouched by the Majorana phases.

Figure 2.2 is a good illustration of how experiments on the 0νββ decay are sensitive to the mass

hierarchy and also to the neutrino mass. It shows the dependence of the effective Majorana

mass on the lightest neutrino mass. One band appears for eachmass hierarchy. The width

is determined by the unknown Majorana phases (stripes region). The broadening from the 1σ

uncertainties on the oscillation parameters is indicated by the cross hatched region. In case of an

inverted hierarchy,
〈

mββ

〉

is always larger than zero. For the normal hierarchy,
〈

mββ

〉

= 0 is not

excluded. For a minimum neutrino mass below 10−2 eV, NH and IH are clearly distinguishable

w.r.t.
〈

mββ

〉

. They become degenerate above that value. From measurements of the cosmic

microwave background as part of the PLANCK experiment, the direct sum of the active neutrino

masses is known to be
∑

i
mi < 0.23 eV at 95 % C.L. [LP14]. Therefore, the plot region for higher

neutrino masses is disfavored by cosmology. As described inthe following section, the half-life

of the 0νββ decay depends on
〈

mββ

〉

. That is how the upper region of the plot could be excluded

by 0νββ-experiments.

4The confidence level (C.L.) states the probability for the true value of an observable to lie within certain confidence
bounds.
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Figure 2.2: Effective Majorana mass
〈

mββ

〉

depending on the lightest neutrino mass, adapted from [MV04]. One
band appears for each mass hierarchy. The width is determined by the unknown Majorana phases (stripes region).
The broadening from the 1σ uncertainties on the oscillation parameters is indicated by the cross hatched region.

2.3 Double Beta Decay

2.3.1 Derivation and Decay Modes

A nucleus has a lower mass than the sum of its constituents. The difference is called binding

energyEB or mass excess.EB can be calculated by the semi-empirical mass formula, which

was postulated by C.F. von Weizsäcker in 1935 and further developed by H. Bethe in 1936

[vW35,BB36]. EB is calculated from the number of protonsZ and the number of nucleonsA in

the nucleus:

EB(A,Z) = aVA− aSA2/3 − aC
Z2

A1/3
− aA

(A− 2Z)2

A
+ δ · aP

A1/2
. (2.15)

The five terms are the energetic contributions of volume, surface, Coulomb forces, asymmetry

in the proton-neutron ratio and the pairing, adjusted by theconstantsaV, aS, aC, aA andaP,

respectively. The latter accounts for the fact thatEB complies with the numbers of neutrons and

protons to be even or odd. According to this,
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Figure 2.3: Mass excess forA = 116 [JT]. BE splits up into two parabolae for even-even and odd-odd nuclei. A
decay is only possible if the daughter nuclide has a higher mass excess than its mother.

δ =






+1 for even-even nuclei,

0 for even-odd or odd-even nuclei,

−1 for odd-odd nuclei.

(2.16)

Considering only isobars,EB(A,Z) has a parabolic shape for nuclei with oddA. For evenA,

the function splits up into two parabolae due to the different pairing terms for even-even and

odd-odd combinations.

Figure 2.3 showsEB(A,Z) for the caseA = 116. The odd-odd nuclides are lined up on the upper

parabola, the even-even nuclides make up the lower one. Due to energy conservation, a decay

is only possible if the daughter nuclide has a higher mass excess than its mother, or to put it

simple, if it is lighter. Aβ− decay of a nucleusAZX as per

A
ZX

β−

−→ A
Z+1Y + e− + ν̄e (2.17)

is allowed for Pd into Ag, to stick to the example ofA = 116 nuclei. For the transition Te into

Sb, besides theβ+ decay also an electron capture process (EC) is possible:

A
ZX

β+

−→ A
Z−1Y + e+ + νe , (2.18)

e− + A
ZX

EC−−→ A
Z−1Y + νe . (2.19)

While a decay from Cd into In is energetically suppressed, itis thinkable for Cd to skip the
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indium state and transition directly into Sn via two simultaneousβ− decays. The so described

double beta minus (β−β−) decay accompanied by two antineutrinos as per

A
ZX

β−β−−−−→ A
Z+2Y + 2e− + 2ν̄e (2.20)

has experimentally been observed. Current experiments also search for the variants (β+β+),

(β+/EC) and (EC/EC) but have not yet been observed. In total 36 isotopes are expected to

undergo the 2νββ decay [Gro14]. Due to the higher order of the effect, the process is very rare.

The calculated and observed half-lives are in the order of 1019 years and higher.

In 1939, shortly after Majorana’s postulation of two-component neutrinos, G. Racah and W.H.

Furry discussed another double beta decay mode [Rac37,Fur39]:

A
ZX

β−β−−−−→ A
Z+2Y + 2e− . (2.21)

Here, no neutrinos feature in the outcome of the process anymore. One plausible way to explain

the absence of neutrinos is the Racah sequence

A
ZX −→ A

Z+1Y + e− + ν̄e

νe+
A

Z+1Y −→ A
Z+2Z + e− .

(2.22)

A right-handed antineutrino is created virtually in aβ− process and instantaneously absorbed as

a left-handed neutrino by the intermediate nuclide Y. Hereby a second decay is induced and no

neutrino remains in the final state. The conditions for this to happen become obvious:

(i) To induce the second step, the neutrino has to be its own antiparticle.

(ii) To satisfy the V-A theory, the neutrino has to undergo a helicity flip. This is only

possible for massive particles, and thereforemνe

!
, 0.

(iii) The total lepton number5 is not a conserved quantity.

It is clear from neutrino oscillations that (ii) is fulfilled. An alternative to (ii) would be unprece-

dented right-handed weak currents [SH93].

Apart from the Racah sequence depicted in equation (2.22), several other processes can lead

to a neutrinoless final state. J. Schlechter and J.W.F. Valleshowed in [SV82] that in case of

0νββ decay the neutrino must have a non-vanishing Majorana mass,no matter the underlying

mechanism. This is illustrated schematically in figure 2.4.The two d quarks that transition into

u quarks within the nucleons are somehow coupled to the emitted electrons. The fact that the

exact kind of coupling is unknown is represented by the blackbox. According to Schlechter and

Valle, at some loop level within the black box a neutrino-antineutrino transition as described by

the Majorana mass term in equation (2.9) can occur [Zub12]. Consequently, another name for

this argumentation is Black Box theorem.

5Lepton numbersLi = 1 (Li = −1) are assigned to leptons (antileptons) from generationi. TheLi are conserved in
every SM process. Neutrino oscillations violate this law, although the total lepton numberL =

∑

i
Li is conserved

anyway.
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Figure 2.4: Schematic view of the Schlechter-Valle theorem[SV82]. The two d quarks that transition into u
quarks within the nucleons are somehow coupled to the emitted electrons. The fact that the exact kind of coupling
is unknown is represented by the black box. At some loop levelwithin the black box a neutrino-antineutrino
transition as described by the Majorana mass term can occur.

2.3.2 Decay Rates

A positive result in the search for 0νββ decay would prove that neutrinos are Majorana particles.

Unfortunately, a long half-life causes the experimental realization to be challenging. The decay

rate can be derived from Fermi’s golden rule6. For the neutrino-accompanied case it is given by

(

T2ν
1
2

)−1

= G2ν(Q,Z)

∣
∣
∣
∣
∣
∣
∣

M2ν
GT +

g2
V

g2
A

M2ν
F

∣
∣
∣
∣
∣
∣
∣

2

∝ Q11 , (2.23)

with G2ν denoting the phase space integral, andM2ν
GT andM2ν

F being the matrix elements for

Gamow-Teller and Fermi transitions, respectively.gV andgA are coupling constants originating

from the V-A theory. Q, in the following referred to as Q-value, is the energy released in a

nuclear transition.

The decay rate for 0νββ decay reads

(

T0ν
1
2

)−1

= G0ν(Q,Z)
∣
∣
∣M0ν

GT −M0ν
F

∣
∣
∣
2





〈

mββ

〉

me





2

= G0ν(Q,Z)
∣
∣
∣M0ν

∣
∣
∣
2





〈

mββ

〉

me





2

∝ Q5 , withM0ν
≔M0ν

GT −M0ν
F .

(2.24)

Besides the electron massme also the effective Majorana mass
〈

mββ

〉

controls the rate. A mea-

surement of the half-lifeT0ν
1
2

would therefore help to determine
〈

mββ

〉

. Hence knowledge on

the further parameters is required, but whileG0ν can be calculated precisely fromZ andQ, the

matrix elements are of great uncertainty. Their values depend on the nuclear model parameters

and also on the calculation frameworks. The need for helicities to match diminishes the nuclear

matrix elements significantly, so that 0νββ half-lives exceed the corresponding values for the

neutrino accompanied case by several orders of magnitude. An overview on currentM0ν results

6See [Zub12] for derivation of the decay rates and their approximate dependence on the Q-value.
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Figure 2.5: Overview on nuclear matrix elementsM0ν for 0νββ decay [D+11]. Values for several double beta
isotopes were calculated in different frameworks.

Table 2.3: Phase space factorQ0ν for several double beta isotopes [D+11].

Isotope G0ν [10−14yrs−1] Q [keV]
48Ca 6.35 4273.7
76Ge 0.623 2039.1
82Se 2.70 2995.5
96Zr 5.63 3347.7

100Mo 4.36 3035.0
110Pd 1.40 2004.0
116Cd 4.62 2809.1
124Sn 2.55 2287.7
130Te 4.09 2530.3
136Xe 4.31 2461.9
150Nd 19.2 3367.3

for selected double beta isotopes is given in figure 2.5. See table 2.3 for a list ofG0ν values.

2.3.3 Detection

0νββ decay is a field of high scientific interest. Numerous experiments search for the decay

with distinct approaches. The collaborations GERDA [A+04a] and COBRA [Zub01] both apply

semiconductor detectors. The NEMO collaboration (also SuperNEMO) combines calorimeters

with particle trackers. SNO+ [Che08] builds on a liquid scintillator, while CUORE [A+04b]

uses cryogenic methods, just to name a few. They all have in common the search for one

spectral feature.

In generalβ− decay such as described by equation (2.17), the released energy is mainly dis-

tributed to the two emitted particles e− and ν̄e, thus leading to a continuous electron energy
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Figure 2.6: Summed electron spectra for 2νββ and 0νββ decay. In the first case, the Q-value is shared among two
e− and twoν̄e, leading to a continuous shape. In the latter case, the absence of neutrinos causes the spectrum to be
a discrete peak atQ. The height of the peak is strongly overstated. [htte].

Table 2.4: Current limits on half-lives for 0νββ-decay and effective Majorana masses [HM14]. Since the effective
Majorana mass depends strongly on the choice of models for matrix element calculation,

〈

mββ

〉

1
and

〈

mββ

〉

2
denote

a lower and an upper bound, respectively.

Isotope Experiment T0ν
1
2

[1024 yr]
〈

mββ

〉

1
[eV]

〈

mββ

〉

2
[eV]

76Ge Heidelberg-Moscow 9.6 0.357 0.739
GERDA 25 0.221 0.458

82Se NEMO-3 0.32 0.971 2.082
100Mo NEMO-3 1.0 0.473 0.923
130Te CUORICINO 4.1 0.243 0.470
136Xe KamLAND-Zen 26 0.115 0.221

EXO-200 11 0.177 0.339

spectrum – the very feature that caused W. Pauli to speculateabout the existence of neutrinos

in 1930. Given a 2νββ decay (equation (2.20)), the Q-value is shared among the four emitted

particles. As before, the neutrinos escape the detector andthe detectable sum of the electron

energiesEe1 andEe2 originates from a continuous spectrum as depicted in figure 2.6. If no neu-

trinos come out, as it is the case as in equation (2.21), the whole energy is left to the electrons,

causing the summed electron spectrum to resemble a discretepeak at the Q-value. The peak is

what 0νββ experiments are after, whereas the height of the line is heavily overstated in figure

2.6 due to the difference in half-life.

Unlike for 2νββ decay, no 0νββ decay has been found yet. Previously reported observations

in 76Ge by the Heidelberg-Moscow collaboration [KKK06] were ruled out by latest GERDA

measurements [A+13]. Upper limits for 0νββ decay, though depending strongly on calculation

frameworks of the nuclear matrix elements, range up to 1025 years [HM14]. The corresponding

effective Majorana masses come close to the upper edge of the inverted hierarchy band (see

figure 2.2). Current values for half-lives and effective Majorana masses are listed in table 2.4.

COBRA half-lives from a demonstrator setup range currentlyat the order of 1021 years, see also

table 3.3 in the next chapter.
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The COBRA Experiment

Among the 0νββ community, the COBRA experiment has the distinction of being the only

aspirant to search for the decay in CdZnTe – and having therefore access to the 0νββ decay

half-life of the isotope116Cd. This chapter explains the idea behind the approach and describes

in detail the demonstrator setup that is currently operatedin the underground laboratories at

LNGS1. The chapter closes with an outlook on a potential large scale setup.

3.1 Idea and Concept

The next-generation experiment COBRA was originally proposed by K. Zuber in 2001 [Zub01].

The name stands for ”CdZnTe0 Neutrino DoubleBetaResearchApparatus” and as indicated in

the acronym, the intention is to use CdZnTe (or simply CZT) semiconductor detectors to search

for 0νββ decay. Containing itself a total of nine double beta candidates, the detector material

serves as its own source. The big benefit is a high detection efficiency. All candidate isotopes,

their Q-values, natural abundances, and predicted decay modes are listed in table 3.1.

Since the Q-value of the decaying isotope has a significant impact on its decay half-life (as

stated in section 2.3.2), the isotopes130Te, 106Cd and116Cd are of special interest for COBRA.

Table 3.1: List of 0νββ candidate isotopes contained in CZT. Values taken from [R+11] except for116Cd and130Te,
whereQ is taken from [S+90].

Isotope Decay Mode Q [keV] Nat. Abundance [%]
64Zn β+/EC, EC/EC 1096 48.6
70Zn β−β− 1001 0.62
106Cd β+β+, β+/EC, EC/EC 2771 1.21
108Cd EC/EC 231 0.9
114Cd β−β− 534 28.7
116Cd β−β− 2814 7.5
120Te β+/EC, EC/EC 1722 0.1
128Te β−β− 868 31.7
130Te β−β− 2527 33.8

1LaboratoriNazionali delGranSasso
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Table 3.2: Material properties of CZT in comparison with CdTe, Ge, and Si [eV 13].

Material Cd0.9Zn0.1Te CdTe Ge Si

Atomic numberZ 48, 30, 52 48, 52 32 14
Densityρ [g/cm3] 5.78 5.85 5.33 2.33
Band gapEg [eV] 1.572 1.5 0.67 1.12
Ionization energyEion [eV] 4.64 4.43 2.95 3.62
Relative permittivityεr 10.9 11 16 11.7
Electron mobilityµe [cm2/(Vs)] 1000 1100 3900 1400
Electron lifetimeτe [s] 3× 10−6 3× 10−6 > 10−3 > 10−3

Hole mobilityµh [cm2/(Vs)] 50 - 80 100 1900 480
Hole lifetimeτh [s] 310−6 2× 10−6 10−3 2× 10−3

(µτ)e [cm2/V] (3− 10)× 10−3 3.3× 10−3 > 1 > 1
(µτ)h [cm2/V] 5× 10−5 2× 10−4 > 1 ≈ 1

The most promising candidate is116Cd, whose Q-value exceeds the prominent gamma line from

natural208Tl at 2614 MeV.130Te features a high natural abundance in favor of its detectability

while 106Cd gives access to theβ+β+ decay channel.

The working principle of a semiconductor detector can be condensed as follows: An electro-

magnetic interacting particle traversing the semiconducting material causes the excitation of

electrons from the valence into the conduction band. The generated mobile charge carriers,

namely electrons and holes, get separated by an external electric field and are collected at the

respective electrodes. The amount of charge carriers can bemeasured and is directly propor-

tional to the energy previously deposited in the crystal. The total kinetic energy of a particle

can be determined only if it is stopped within the fiducial semiconductor volume.

Comparable experiments like GERDA use germanium detectors. Material parameters for Ge

and CdZnTe, as well as for CdTe and Si, are given in table 3.2. As compared to Ge, CdTe and

CdZnTe show some advantages with regard to detection qualities. While Ge detectors need to

be cooled to liquid nitrogen temperatures, the large band gap Eg of CdTe allows for an operation

at room temperature, since fewer valence electrons get intothe conduction band due to thermal

excitation. At the same time,Eg adversely affects the energy resolution, since in average more

energyEion is needed to create an electron-hole pair. It turned out thatthe admixture of a small

amount of Zn enlargesEg even more. CdZnTe detectors also benefit from the relativelyhigh

average atomic number and density, causing ionizing particles to be stopped fast.

The drift mobility µ and lifetimeτ of the charge carriers are essential transport properties for

semiconductor detectors as they directly affect the energy resolution. Their productµτ is hence

an important measure for the detector performance. A further look at table 3.2 shows thatµτ

is quite low for CdZnTe, especially for holes. At COBRA, the lack of hole information is

compensated by the use of coplanar grid detectors (CPG), whose working principle is depicted

in detail in chapter 4.

CdZnTe is a three-component II-VI semiconductor with the elements Cd and Zn from the sec-

ond and Te from the sixth main group. Although the detectors are commercially available,
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their size is limited due to the complex manufacturing processes required. Currently available

monolithic crystals do not go beyond a couple of cubic centimeters. Several thousand crystals

are needed to reach the requisite fiducial mass of several hundred kilograms. The need for this

huge amount of detectors is turned into a strength since the arrangement in a three-dimensional

array allows for the spatially resolved reconstruction of timing coincidences.

Generally speaking, complementary approaches are, as in any scientific discipline, an impor-

tant instrument to obtain evident results. It is thus highlydesirable to search for 0νββ decay

with different techniques and materials, especially as the calculation of the exact nuclear ma-

trix elements proves to be rather difficult, so that the determination of the effective Majorana

mass from the decay half-life would not be straightforward.COBRA should therefore not only

be understood as competitive but in particular as a crucial complement to further established

approaches.

3.2 Background Sources

With half-lives in the order of 1020 years, the 2νββ decay ranges among the most seldom natural

processes ever observed. Half-lives for the neutrinoless variety are expected to exceed those

values by several orders of magnitude, making background anessential experimental issue. In

order to recognize significant spectral features induced bythe sought decay, the experimentalist

must be aware of any type of background. Only then he might be able to studiously shield and

individually identify unwanted events.

3.2.1 Primordial Background

Background resulting from the natural decay chains and40K decay is generally classified as

primordial background. Certain decay stages in the thoriumseries, originating from232Th,

and the uranium series, leading back to238U, are relevant to COBRA since they might deposit

energy in the crucial energy regions. In case of116Cd, the region of interest (ROI) is situated

around 2.8 MeV. As depicted in appendix A, where an overview on both series is given, mostly

alphas range within or above the ROI, besides oneβ-decay and a fewγ-transitions.

Treacherous links in both chains are radon stages. As a noblegas, radon can easily diffuse from

out of the surrounding rock and materials into the immediatedetector environment. There it is

likely to be attracted by statically charged surfaces and the high detector potentials. From the

thorium series, this is220Rn with a half-life of one brief minute, while222Rn from the uranium

series is even more dangerous with nearly four days half-life. All following α-decays as well

as theβ-decay from214Bi into 214Po must be taken into account as potential background. The

latter goes along withγ-emissions with energies up to 3.27 MeV, including severalγ-lines in

the ROI.
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3.2.2 Cosmogenic Background

Although just a small fraction of the cosmic radiation reaches the experiment at its underground

location at LNGS, cosmogenic background has to be considered carefully. The hadronic com-

ponent is absorbed by the rock material. Although reduced bya factor of 106, cosmic muons can

deposit energy in the detectors or produce hadronic showersin their environment. Furthermore,

detectors and shielding material were exposed to cosmogenic hadrons previously during manu-

facturing, shipping and storage at the earth’s surface. Accordingly, radionuclides are produced

and cause intrinsic contamination.

3.2.3 Neutrons

Due to the absence of electric charge, neutrons can easily diffuse from their point of origin

through air and solids if no adequate shielding is present, and in this way they are invisible

to the detectors as long as they do not interact. Neutrons in the underground laboratory arise

mostly from natural decay processes. They are emitted during spontaneous fissions and (α,n)

reactions with light nuclei such as lithium, fluorine and boron, whereas the requisite alphas

themselves come from natural decays. Another neutron source are cosmogenic hadron showers

as described above.

Such neutrons typically have energies of several MeV, not enough to leave signals near the

ROI by elastic scattering processes, as has been explicitlydemonstrated in [Tim15]. Much

more dangerous in terms of energy deposition are absorptionprocesses, especially the reaction
113Cd(n,γ)114Cd. A neutron is captured by a113Cd nucleus, leaving an excited114Cd nucleus that

within nanoseconds emits around 9 MeV of energy in aγ-cascade. The combination of a high

total cross section (> 104 bn for thermal neutrons) and the high abundance of113Cd (12 % for

natural cadmium) makes it necessary to watch out for such processes. In fact it could be shown

that by considering this very reaction the thermal neutron flux inside the COBRA shielding can

be measured during operation with the detectors themselves[Reb13].

The surface contamination as a consequence of radon diffusion, as well as the external back-

ground by muons and neutrons, and the intrinsic contamination of detector holders, passivation

lacquer surrounding the crystals, electronics and shielding in a large-scale COBRA setup are

discussed by in [Hei14], based on extensive Monte Carlo simulations. The study shows that

the expected background is clearly dominated by 99 %α-particles. The contributions of single

particle types to the total background is depicted in figure 3.1. After applying all actual data

cuts, the impact of alphas becomes even more apparent.

The alpha domination of the background has also been confirmed from the experimental side.

As Frittset al. reported in [FT+14], a cut, developed to remove surface events, eliminates 75 %

of all signals. As this value matches the reported cut efficiency, one can conclude that surface

events make up most of the background. These arise from radondecay products, which in the

considered energy ranges emit mainly alphas.
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Figure 3.1: Contributions of different particle types to the total background, based on MonteCarlo studies [Hei14].
The darker bars refer to background rates before, the lighter bars to background rates after applied data cuts.

3.2.4 2νββ Decay

As an unavoidable side effect, 0νββ decay will naturally be accompanied by the much more

frequent 2νββ decay. The 0νββ peak in the energy spectrum at the Q-value of the decaying

isotope will be smeared due to a limited energy resolution ofthe detector, the same goes for

events from the 2νββ continuum. Even if all other background can be held at an acceptable low

level, the energy resolution is the determining quality to decide whether both spectra might be

separated.

3.3 Demonstrator Setup

Currently, a COBRA demonstrator setup is taking data to testboth the long term stability of the

detectors and the shielding concept and to analyze events under ultra low background condi-

tions. An overview is given here, for further technical details see [T+15] and [Sch11].

The demonstrator is situated in the neighborhood of other 0νββ experiments like GERDA and

CUORE at the LNGS underground facilities in Italy. Since September 2011, four layers with

4 × 4 CZT crystals each have been installed successively, completing the 4× 4 × 4 detector

array in November 2013. The crystals of each layer are embedded in a holder made of Delrin,

see figure 3.2. The 64 CPG detectors each have a volume of (1× 1 × 1) cm3 and a mass of

5.8 grams, adding up to ca. 380 grams in total. In order to prevent surface currents, the lateral

crystal surfaces are covered with Glyptol lacquer.
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Figure 3.2: Delrin holder with 4× 4 CZT crystals [T+15]. Four such layers are placed on top of one another at the
COBRA demonstrator.

3.3.1 Shielding

The ultra low count rate character of COBRA demands for ultralow background conditions.

1400 meters of rock material cover the location at LNGS and serve as a natural shield against

cosmic rays, corresponding to 3200 meters water equivalent. Apart from that, the experiment is

coated by a multilayer shielding [Mün07,Hei14].

The shielding inside the laboratory hut is depicted schematically in figure 3.3. Going from

outside to inside, the outermost layer is a wall of 7 cm thick boron-loaded polyethylene (PE).

The high amount of hydrogen inside the material is suitable for the moderation of fast neutrons.

At thermal energies, these are easily captured via10B(n,α)7Li reactions. The emitted alphas are

instantly stopped in the PE, gammas from de-excitation willnot overcome the inner lead castle.

The subsequent layer is a box of iron plates to shield detectors, cables and preamplifiers from

electromagnetic interferences (EMI) which can easily induce physical events or disturb the

signals. To feed the cables through the EMI box, they are laidthrough a chute filled with

copper granulate to prevent the cables from importing EMI from outside the box.

The inner shielding complex begins with a radon-tight polycarbonate box. In addition to this,

the inside of the box is constantly flushed with nitrogen gas to clean the inner atmosphere from

radionuclides, especially radon.

A (60× 60× 60) cm3 castle of lead bricks and copper surrounds the innermost part of the setup.

Due to its high density, lead is a goodγ-absorber. The outer standard lead bricks are followed

by a layer of low activity lead with an activity of less than 3 Bq per kg w.r.t. 210Pb. As high

purity goes along with high costs, a copper layer of very highradiochemical purity follows the

lead bricks in order to catch intrinsic radiation arising from the lead. Having a smaller density,

its qualities to absorb gammas do not play in the same league as lead but are sufficient, though.

A copper box containing the detectors builds the heart of theexperiment.
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Figure 3.3: Scheme of the current demonstrator shielding atLNGS [Hei14]. Boron-loaded PE serves as a shield
against neutrons, followed by iron sheets against EMI. The inner shielding consists of a radon-tight polycarbonate
box which is constantly flushed with gaseous nitrogen. Lead and copper protect the detectors fromγ-radiation.

Figure 3.4: DAQ chain of the COBRA demonstrator at LNGS [T+15].
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3.3.2 DAQ Chain

The data acquisition (DAQ) chain was designed to meet the special needs of the COBRA

demonstrator. One objective was to build a fully remotely-controllable readout system. A

schematic view of its main components can be found in figure 3.4.

Detector Voltage Supply

To run a CPG detector, the cathode has to be held at high negative potential (typically about

−1 kV), while its two anode grids are operated at low potentials with a bias voltage (typically

between 50 V and 150 V) between the grids (see section 4.1.2).The ideal high bias voltage (HV

or BV) and grid bias (GB) for each CPG detector were determined previously. The individual

voltage supply is controlled by a computer and forwarded to the detectors via the preamplifier

boxes.

Preamplifier Boxes

The preamplifier boxes are custom-made devices that were incorporated into the multilayer

shielding in order to minimize the signal way from the detectors to the preamplifiers and to

shield them as good as possible from EMI. The 16 crystals in each of the four detector layers

share one preamplifier box. Their signals are delivered to the boxes via Kapton ribbon cables.

The conversion from charge signals into voltage signals is done by the charge sensitive pream-

plifier modulesCremat CR110[hp]. Afterwards, they are transformed into differential signals

to prevent signal distortions due to electromagnetic interferences, noise and crosstalk on the

long way (several m) to the linear amplifiers. In figure 3.4 thedifferential signal transmission is

depicted by a double line.

The preamplifier boxes are being cooled by metal plates that are continuously streamed with

water from inside, since the heat produced by the devices would negatively affect the signal

quality. A cool detector surrounding also facilitates the energy resolution of events with energies

below 100 keV.

Linear Amplifiers

Due to the strong heat emission of certain devices, a part of the readout chain was outsourced to

another level of the laboratory hut. For the signal transmission to the main amplifier boxes on

the upper floor, standard category 6 network cables are used.The boxes are custom-designed as

well, linearly amplifying the differential input in two steps by making use ofAD8369digitally

controlled variable gain amplifiers [httg], followed by anAD8130differential receiver [httf].

The latter reconverts the signal to single-ended output. Itis possible to vary the gain between

0.5 and 89 to ideally match the FADC input range. One main amplifier box is constructed to

process up to 8 signals and therefore capable of covering 4 CPG detectors.
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Figure 3.5: Interaction depth plotted against energy deposition for LNGS 2011 - 2014 data [Old15]. Prominent
background features are labelled and numbered w.r.t. theirorigin: (1) β decay of113Cd, (2)γ-line from e+e−-
annihilation, (3)γ-line from 40K EDC, (4)α decay of190Pt, (5)α decay of210Po, (6) hump region most likely due
to radon progenies on the Delrin holder structure.

FADCs

Up to this point, the signal is fully analog. The digitization is done by commercialStruck

SIS330xfast analog-to-digital converters (FADCs). The 8 output signals of one main amplifier

box are fed into the 8 FADC input channels. Here they get sampled with a rate of 100 MHz

and 10 bit resolution, delivering 10.24µs long pulses to the computer for storage. As the maxi-

mum length of physically induced pulses is approximately 1µs, enough pre- and post-baseline

information is stored for analytic purposes.

Pulse Generator

For the synchronization of the 16 FADCs and to test the DAQ chain independently of the hard-

to-access detectors, aBerkeley Nucleonics PB-5pulse generator has been installed. It can di-

rectly inject well-defined pulses to each of the 128 preamplifiers, getting there differentially

and being transformed into single-ended signals inside thepreamplifier box. Pulses from the

generator are flagged as such in the data in order to separate them from detector pulses retro-

spectively.

3.3.3 Current Status

Up to date, the COBRA demonstrator has collected an exposureof roughly 300 kg·days. Regu-

lar calibration runs with22Na and228Th make a monitoring of the detector performances possi-

ble. The average energy resolution of the operating detectors is 1.5 % at the Q-value of116Cd.
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CPG detectors allow also for the reconstruction of the interaction depthz, as will be explained

in more detail in section 4.1.3. In figure 3.5 the interactiondepth is plotted against the deposited

energy for the events collected between 2011 - 20142. The depth is given in relative units, 1

denoting the cathode and 0 the anode level of the detector. For events outside the crystal region

the reconstruction algorithm performed incorrectly. In this representation a couple of features

are visible that can be linked to background sources discussed beforehand. The most prominent

plot domain (1) originates from113Cd, which is naturally abundant in the detector material and

decays into113In in a β− process, depositing up to 316 keV of energy. The process is equally

distributed throughout the entire detector and therefore appears as a vertical line in the plot.

This intrinsic source cannot be shielded, instead it offers a good opportunity to continuously

investigate the performance of the detectors. Gehreet al. published results of a long-term study

in which they report excellent results for CZT operation in terms of detector performance and

stability [G+15]. They can claim to build on the longest ever performed CZTmeasurement

under low background conditions.

Further vertical lines in the plot arise at 511 keV from e+e−-annihilations (2) and at 1460.8 keV

from electron capture (EC) of40K (3). Horizontal structures appear in case of locally dependent

contaminations like e.g. radionuclear deposits on the anode and cathode side of the detector.

This holds for the long living210Po, which is part of the uranium series and decays into206Pb

under emission of a 5305 keVα (5). The cathode blob around 3249 keV (4) is due to theα

decay of190Pt into 186Os, since platinum is part of the cathode material. The190Pt decay is

also visible at the anode side (7), here as a reconstruction artefact at twice the Q-value. A

wrong energy reconstruction can happen near the anodes, so that data from this region has to be

treated carefully in the further course of the analysis. Thesame applies to the region between

0.7 and 1.0 (6), where many events are located whose origin could not definitely be assigned

yet, although radon progenies on the Delrin holder structure are under suspicion.

One way to avoid background from surfaces would be the CZT operation in a liquid scintillator,

which would serve as an active veto. This option was succesfully tested [Old15].

For the given reasons, neither the region near the anodes (z < 0.2) nor events from the highly

contaminated cathode (z > 0.97) are taken into account in the later analysis. Furthermore it

is possible to recognize events from the lateral crystal surfaces by regarding the pulse shapes

[FT+14], see also section 4.1.2. Another pulse shape analysis allows for the identification of

events, in which particles leave energy at several spots in the detector, so-called multi-site events

(MSE) that lead to a wrong reconstruction of energy and interaction depth and are therefore

unwanted [Zat14]. The impact of the lateral surface event (LSE) cut and the MSE cut are

demonstrated in figure 3.6.

In the plot, the green bars mark the interesting energy regions for several 0νββ isotopes under

investigation. On the basis of the current count rates, lower limits on half-lives for the 0νββ de-

cay could be calculated, listed in table 3.3 [Q+15]. For114Cd, the COBRA demonstrator holds

2The plotted data was previously cleaned from unphysical events.
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Figure 3.6: Count rate of the demonstrator with 218.9 kg·days exposure [SZ]. The rate is plotted for different
combinations of applied cuts to show their impact on the data. Green bars mark the interesting energy regions for
several 0νββ isotopes under investigation.

Table 3.3: Limits on half-livesT1/2 for the 0νββ candidate isotopes under investigation, 90 % C.L. [Q+15].

Isotope T1/2 [1021 y]
116Cd 1.4
114Cd 2.4
128Te 2.5
130Te 8.3
70Zn 6.0 · 10−3

the world’s best limit with a value of 2.4 · 1021 years at 90 % confidence level.

3.4 Large-Scale Prospects

The development of a large-scale 0νββ experiment is driven by the half-life sensitivityT0ν
1/2

which is aimed at. It depends on the abundancea of the decaying isotope, the detection effi-

ciencyǫ, the detector massM, the runtimet of the experiment, the background indexB, typi-

cally given in counts
keV·kg·yr , and the width∆E of the search window, depending itself on the energy

resolution of the detector [Sch13]:

T0ν
1/2 ∝ a · ε

√

M · t
B · ∆E

. (3.1)

In order to touch the upper bound of the inverse hierarchy band in the
〈

mββ

〉

plot in figure 2.2, an

effective Majorana mass bigger than 50 meV must be excluded. According to equation (2.24),

this corresponds to a116Cd half-life of T0ν
1/2 = 2 · 1026 years, if the required matrix elements are

chosen favorably. Whilea, ε and∆E are limited due to technical reasons, the increase ofM

causes high costs and a measuring time of more than 10 years isnot desirable. The background
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Figure 3.7: Half-life sensitivities of a possible large-scale COBRA experiment. The curves consider sensitivities
for three different detection efficiencies, whileε is expected to lie between 0.6 and 0.72. A possible large-scale
COBRA setup is planned to have 400 kg of detector mass and could achieve the aim ofT0ν

1/2 = 2 · 1026 years within
a few years of runtime.

is the only parameter left and it is therefore worth to put some effort into its reduction. With

a 90 % enrichment in116Cd of the cadmium portion and a realistic energy resolution of 1.3 %,

it requires a background index of 10−3 counts
keV·kg·yr to reach the half-life sensitivities plotted against

exposure in figure 3.7. The curves consider sensitivities for three different detection efficien-

cies, while a realistic value forε is to find between 0.6 and 0.72, the blue and the red curve,

respectively. A possible large-scale COBRA setup is planned to have 400 kg of detector mass

and could achieve the aim ofT0ν
1/2 = 2 · 1026 years within a few years of runtime.

While the detectors installed in the demonstrator have a volume of (1× 1 × 1) cm3, detectors

of (2 × 2 × 1.5) cm3 are currently under investigation. Larger crystals are preferable due to

their better surface to volume ratio. The tested grid designdiffers from the LNGS type. The

anode surface is divided into four coplanar subgrids which are rotated against each other. See

figure 3.8 for a photo of the large quad grid type next to other CPG detectors. Even though the

channels for readout and voltage supply quadruple comparedto a single CPG, the segmented

grid structure opens up a variety of new analytical possibilities and is therefore closely examined

in the laboratories at TU Dortmund and TU Dresden.

Current large-scale designs provide for a modular buildup based on 3× 3 detector modules,

eight of which form a module carrier. Eight such carriers placed next to each other make up one

detector layer, and 20 layers would be operated one above theother. In total this makes 11 520

detector units with a mass of 415 kg in less than 1 m3 volume.

In [Hei14] a multi-layer shielding for the described setup was developed with Monte Carlo

methods. The total background due to natural and man-made radioactivity, cosmogenic back-

ground and thermal neutrons was conservatively estimated to lie below 54·10−3 counts
keV·kg·yr , already

including the data cuts described in the previous section. To meet the required background

index of 10−3 counts
keV·kg·yr , further analysis cuts have to be developed.
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Figure 3.8: Three different types of CPG detectors. The small detector in front is adequate to the model currently
used in the COBRA demonstrator at LNGS, behind it a simple upscaled version can be seen. Left in the picture a
large detector with so-called quad grid structure is shown.The model is under discussion for a large-scale setup.
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Chapter 4

Properties of CdZnTe CPG Detectors

A conventional semiconductor detector in its most simple realization consists of two electrodes

with a semiconducting medium in between. As soon as ionizingradiation passes the medium,

electron-hole pairs are created and move towards the electrodes. Here, they induce charge

proportional to their number, i.e. to the energy deposited in the semiconductor, for the time of

their drift. The height of one integrated electrode signal is therefore dependent on the point of

primary interaction. To solve this issue, the signals of both anode and cathode are taken into

account for energy reconstruction.

It is clear from this perspective that a full and accurate reconstruction of deposited energy and

interaction depth is possible only if both electrons and holes head straight towards the respective

electrode. But what if charge carriers get lost along their way? This is the case when electrons

and holes recombine or get trapped in crystal defects. The carrier lifetime denotes an average

value for a drifting period uninterrupted by trapping or recombination. A large outcome for

the product of mobilityµ and carrier lifetimeτ is thus a hint for a good detector performance.

µτ products for typical detector materials can be looked up in table 3.2. Withµτe in the order

of 10−3 cm2/V, the value for electrons in CZT is by far lower than for germanium or silicon

(> 1 cm2/V each). For holes in CZT, the situation looks even worse withµτh ∼ 10−5 cm2/V.

Since trapping is a statistical process, the deficit especially in hole statistics cannot be overrid-

den by calibration adaptations and leads to a loss in energy resolution.

In 1994, P.N. Luke proposed a modification of the electrode structure to improve the CZT de-

tector resolution [Luk94]. Similar to the function of a Frisch grid [Fri44], a further electrode is

added at the anode side of the detector in order to do without the cathode signal. The two anodes

intertwine in a comb-like structure, schematically visible in figure 4.1, giving the coplanar grid

(CPG) detector type its name. See figure 3.8 for a realistic impression.

This chapter is dedicated to the functional principle and reconstruction methods of the CPG

detectors currently in use for COBRA. Emphasis is put on the drift properties of the generated

charge carriers in CZT, including trapping, electrostaticrepulsion and thermal diffusion. The

behavior of charge clouds is of great importance to the development of a detector simulation,

see chapter 5, and particle discrimination based on pulse shape analysis, treated in chapter 6.
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Figure 4.1: CPG detector scheme. On the upper side of the cubic crystal, two intertwining, comb-shaped anodes
are mounted (colored blue and red). The cathode plane is at the bottom of the cube (yellow).

4.1 Signal Generation

4.1.1 Shockley-Ramo Theorem

In solids with a crystalline atomic structure, the electronic energy states overlap and form bands

with forbidden gaps in between. Charge transport is only possible in bands which are not

fully occupied. If the Fermi level lies within a gap, i.e. thetotal number of electrons in the

crystal is adequate to exactly fill up a certain number of energy bands, the crystal is either

classified as insulator or as semiconductor, depending on the sizeEg of the gap between the

uppermost occupied band, called valence band, and the next higher band, called conduction

band, and thus on the possibility to reach electrical conductivity by the excitement of electrons1.

Otherwise, when the Fermi level lies inside an energy band, the material is a metal and has high

conductivity.

Inside a semiconductor, an electron can easily be lifted from the valence to the conduction

band, e.g. by thermal excitation or in scattering processeswith ionizing particles. The band

gap measuresEg = 1.6 eV in Cd0.9Zn0.1Te. The average energy needed to create an electron-

hole pair is called ionization energy and is a little higher (Eion = 4.6 eV for Cd0.9Zn0.1Te). The

electron in the conduction band and the unoccupied state in the valence band, spoken of as hole,

can subsequently migrate through the crystal.

An ionizing particle passing the detector leaves a trace of electron-hole pairs in the material. The

number of generated charge carriers is proportional to the deposited energy. In the presence of

an electric field~E, they start moving along the field lines, thus inducing a charge Q on the

electrodes. The former method to calculateQ was to integrate the normal component of~E over

1The boundary between insulator and semiconductor is not absolute, but typically set aroundEg = 5 eV.
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the surface~S surrounding the electrode – for every point along the trajectory. In the late 1930s,

W. Shockley and S. Ramo independently found that in a vacuum tube,Q can be gained much

simpler, making use of a dimensionless weighting potentialϕW [Sho38, Ram39]. According to

the Shockley-Ramo theorem, the chargeQ induced at the electrode by a moving point chargeq

is proportional to the change inϕW(~r) along the trajectory~r:

Q = −q∆ϕW(~r) . (4.1)

ϕW(~r) is the electric potential that would be present in the detector in case the respective elec-

trode was held at unit potential, with all other electrodes grounded. OnceϕW(~r) is calculated

for a certain electrode constellation, the signal shape andheight can be predicted for every

point of interaction and independently of the actual applied electrode potentials. In the later

course it was proven that equation (4.1) holds not only for vacuum tubes but for a wide range

of detectors, including the CPG type, even in the presence ofspace charge [Jen41,C+71]. A re-

view of the Shockley-Ramo theorem, its proof, and several applications can be found in [He01].

4.1.2 Pulse Shapes

The anode structure in a CPG resembles two intertwining combs, represented in red and blue

in figure 4.1. While a high negative potential (HV) of typically −1 kV is applied to the cathode,

yellow in figure 4.1, one anode is operated on low negative potential of about−100 V, and

the other on ground potential. In consequence, electrons moving in the crystal feel a constant

electric field until they reach the region immediately in front of the anodes. The bias between

the anode grids (grid bias, GB) causes the electrons to drifttowards the grounded anode, which

is therefore referred to as collecting anode (CA), in contrast to the biased non-collecting anode

(NCA). What does this mean for the signal shapes?

Figure 4.2 shows the calculated weighting potentials for a CPG design across a plane through

the center of the detector, perpendicular to the teeth of theanode combs. The coordinates are

normalized to the detector dimensions. Along the drift direction z of the electrons, with the

cathode placed atz = 1 and the anodes atz= 0, ϕW(~r) rises linearly throughout the bulk of the

crystal with a slope of12, equally for both CA (a) and NCA signal (b). Near the anodes,ϕW(~r)

splits up, inversely for CA and NCA. Guided by the electric field lines, the electrons will move

to a CA strip, corresponding to an upward-bent CA signal and adownward-bent NCA signal.

Figure 4.3 (a) shows a typical CPG pulse. Time is displayed onthe x-axis in units of FADC

samples. The red and blue signals correspond to the CA and NCA, respectively. They start

rising as soon as energy has been deposited in the crystal, around sample #550. Analogous

to the electric field, the slope is constant and equal for bothsignals, just until the first drifting

electrons enter the near-anode region, around sample #600,getting affected by the GB here.

According to the weighting potential, the CA signal now bends up, and the NCA signal bends

down instantly. The charge collection process is completedwhen the pulses reach the flat post-
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(a) CA weighting potential. (b) NCA weighting potential.

Figure 4.2: Weighting potentials of CA and NCA across a planethrough the center of a CPG detector [F+13]. In
both cases,ϕW rises linearly throughout the crystal bulk, and splits up near the anodes atz = 0 to become much
steeper.

(a) Typical event in the detector center. (b) Multi-site event.

(c) Lateral side event with dipping difference signal. (d) Lateral side event with early rising difference sig-
nal.

Figure 4.3: A selection of typical CPG signals. The CA signalis colored in red, the NCA signal in blue. The green
pulse is the difference of both.
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baseline level around sample #620.

As stated in the following section, the energy reconstruction algorithm is strongly related to the

difference between CA and NCA signal, plotted green in the samplepulses. For a standard cen-

tral event such as shown in figure 4.3 (a), the difference pulse is flat until the divergent behavior

of CA and NCA signal near the anodes causes a fast rise. But thestudy of the difference signal

also has a meaning beyond the energy determination. It is a tempting candidate for pulse shape

analysis since it shows only slight energy dependence, and coincident distortions on CA and

NCA signal are cancelled out.

Assuming that a traversing particle leaves energy in distinct detector regions, the signal is a

shifted superposition of the discussed properties. This might result in a stepwise signal rise. An

example for a so-called multi-site event is shown in figure 4.3 (b). By obtaining more than one

peak in the derivative of the difference signal, such events can be classified [Zat14].

Another application is the identification of events from thelateral detector surfaces [FT+14].

Due to weighting potential deformations, such events show some characteristic features in the

difference signal, depending on the detector side with respect to the anode geometry. In the

case that the outermost anode strip belongs to the NCA, the difference signal dips significantly

below the pre-baseline before rising to its final baseline level, see figure 4.3 (c). For a CA strip,

the signal rise sets in earlier than usual, see figure 4.3 (d).

The identification of multi-site and lateral side events shows how the recording of pulse shapes

provides valuable information with respect to background reduction.

4.1.3 Reconstruction of Energy and Interaction Depth

The change∆q in induced charge on the CA and NCA and thus the signal amplitudes can be

derived from the Shockley-Ramo theorem:

∆qCA =
1
2

Q0(z+ 1) , ∆qNCA =
1
2

Q0(z− 1) . (4.2)

Q0 denotes the total amount of generated charge carriers and isdirectly proportional to the

deposited energyEdep. Edep can be obtained by calibration using sources with well-defined

energy peaks. By convention, the relative interaction depth z is defined to be 0 at the anode plane

and 1 at the cathode, so that the mobile electrons drift in negativez-direction. From the relations

in (4.2), it is apparent that the cathode signal becomes obsolete for energy reconstruction, since

Q0 = ∆qCA − ∆qNCA , (4.3)

and also the interaction depth can be gained using

z=
∆qCA + ∆qNCA

∆qCA − ∆qNCA
. (4.4)

As a zeroth-order approximation, equations (4.3) and (4.4)describe an ideal detector, but have

to be adjusted to take into account intrinsic carrier trapping effects which are unavoidable in real
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detectors and become perceptible especially in CZT. For events with higher interaction depth,

i.e. events with longer electron drift, the signal loss due to electron trapping is higher.∆qNCA,

basically rising with the interaction depth, is weighted with a factorw in the signal difference

to counteract this effect. w is defined to be smaller than 1. Its physical meaning is linkedwith

the mean electron trapping lengthλ via

λ =
1+ w
1− w

. (4.5)

The weighting factor has to be obtained experimentally for each detector. Since trapping results

from crystal defects, see section 4.2.2,w can also be understood as a kind of quality indicator

for detectors.

The obtained total charge deposition, now corrected for electron trapping, reads

Q0,tc = ∆qCA − w∆qNCA . (4.6)

It is possible to consider trapping also in thez reconstruction:

ztc = λ ln

(

1+
1
λ

∆qCA + ∆qNCA

∆qCA − ∆qNCA

)

. (4.7)

In the limit of highw, i.e. towards an ideal crystal, this expression becomes thezeroth-order

formula from equation (4.4).

Although the cathode signal is not used, there is also a smallimpact of holes to the reconstruc-

tion. Drifting holes add signal to the anode pulses. In the difference signal and therefore in

the determination ofE these contributions cancel each other. Though, in thez reconstruction,

which is based on the sum signal, they add up. The trapping of holes, which is very likely to

happen within the signal measuring time, makes things even more complicated and theoretically

demands for a treatment like for electron trapping, but unlikeλ, the mean hole trapping length

ρ is difficult to determine. This results in an overestimation ofz of about 10 % for events far

from the cathode2. For events near the cathode there is no overestimation, since the holes get

directly collected.

A full description of the analytical model used to derive equations (4.6) and (4.7) can be found

in [F+13].

4.2 Charge Cloud Dynamics

Ionizing particles that pass the semiconductor detector create not only single electron-hole pairs,

but clouds of ten thousands of charge carriers. The behaviorof such clouds is driven by a com-

plex interplay of diverse physical effects, some of which will be discussed here. An important

2The overestimation value is obtained from consideration ofthe µτ products for electrons and holes. For CZT
these differ by a factor of 10−3. Typical values forλ are around 10, and thereforeρ is estimated to be at the order
of 0.1.
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issue for event reconstruction is carrier trapping, as discussed above. Moreover, size and shape

of the clouds, as well as deformations throughout the drift play an important role for the analysis

and simulation of pulse shapes.

4.2.1 Size and Shape of the Initial Cloud

A semiconductor detector is based on the fact that the numberof generated charge carriers is

directly proportional to the deposited energyEdep. Once the ionization energyEion is known,

the numberNe of electrons in the charge cloud can easily be calculated as

Ne =
Edep

Eion
. (4.8)

Eion is 4.64 eV for CZT. For the observed energies between 100 keV and several MeV this means

a total of 104 - 106 electrons. Their initial distribution is linked to the ionizing processes and

depends therefore on the kind of primary particle. Higher energetic, heavy charged particles are

slowed down mainly via electronic stopping, i.e. inelasticcollisions with bound electrons in the

medium. Nuclear stopping, i.e. interactions with the nuclei, only occurs for low energies. A

famous formula derived in the 1930s by H. Bethe [Bet30] and F.Bloch [Blo33] states that the

energy loss−dE per path length dx due to ionization in matter is given by

− dE
dx
=

z2e4ne

4πε2
0v

2me



ln
2mev2

I
− ln(1− β2) − β2



 . (4.9)

Here, the elementary chargeemultiplied by an integerzgives the charge of the primary particle,

v is its velocity,ne is the electron density in the absorber,ε0 is the vacuum permittivity, andme

is the electron mass.I represents the average excitation and ionization potential of the traversed

medium. β is the conventionally used notation forv
c with c being the speed of light. The

equation, predicting an energy loss, sometimes also calledstopping power, which rises with

the decrease in particle velocity, holds only for high energies. For low energies, the particle

accumulates electrons hence reducing its effective charge. Consequently,−dE
dx falls off again.

The maximum energy loss is reached whenv is in the range of velocities of orbital electrons

inside the absorber medium. The loss plotted against the path length, depicted in figure 4.4 (a),

shows a characteristic maximum at the end of the path, calledBragg peak, which can in fact be

observed for heavy charged particles including alphas.

For fast electrons and positrons further effects have to be considered. In contrast to heavy par-

ticles, betas are as light as their collision partners and thus large scattering angles are possible.

Furthermore, the calculation of energy loss has to account for the fact that the interacting parti-

cles are indistinguishable [Leo94a]. According to Bethe, the collision losses are given by

− dE
dx
=

e2ne

8πε2
0v

2me




ln

mev2Ee

2I2(1− β2)
+ (1− β2) − 2γ − 1

γ2
ln 2+

1
8

(

γ − 1
γ

)2



, (4.10)
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(a) Stopping power of alpha particles [S+10]. (b) Stopping power of beta particles [And66].

Figure 4.4: Energy loss as a function of travelling distancefor alpha and beta particles. In case of the alphas, most
of the energy is deposited at the end of the track at the so-called Bragg peak. For betas the curve is much more
continuous.

with Ee being the relativistic kinetic energy of the beta particle and the relationγ = 1√
1−β2

.

Additionally, radiative losses can occur e.g. due to bremsstrahlung, but these are hardly relevant

for the energies of interest. The shape of the energy loss plotted against the path length is shown

in figure 4.4 (b). The curve is much more continuous for betas than for alphas.

Gamma rays interact with matter in different ways. Depending on their energy, either photo-

electric absorption, Compton scattering or pair production occurs. In each case, a free electron

(and an additional positron in the latter case) is produced for which equation (4.10) is valid.

Equations (4.9) and (4.10) both state−dE
dx to be roughly proportional toz

2

v2 . Since alphas are

much heavier and carry the double amount of charge, they losetheir energy straight away and

penetrate the material much less than betas of comparable energy. Neglecting statistical energy

loss fluctuations, an average path length∆r can be calculated for ionizing particles in matter by

integrating the inverse of the energy loss with respect to energy:

∆rCS DA=

Edep∫

0

(

−dE
dx

)−1

dE . (4.11)

∆rCS DA is called continuous slowing down approximation (CSDA) range. Figure 4.5 shows the

CSDA range for alphas and betas in Sn and CdTe, respectively,plotted against the incident

particle energy. The data was calculated with the programs ASTAR3 and ESTAR4, which are

distributed by the NIST5. Since no CZT data was available, the materials were chosen with

regard to similar atomic and proton numbers.∆rCS DA is given for the COBRA relevant energy

range below 3 MeV. While for alphas∆rCS DA is at the order ofµm, the betas cover up to mm

distances. Nevertheless, the CSDA range must not be understood as the extension of the charge

3Stopping Powers and Ranges for Alphas, [htta].
4Stopping Powers and Ranges for Electrons, [httb].
5NationalInstitue ofStandards andTechnology.
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Figure 4.5: Particle ranges plotted against particle energy for alphas and betas in CZT or comparable materials in
terms of atomic and proton number. The CSDA data was obtainedfrom the NIST programs ASTAR and ESTAR,
respectively.∆rcloud is defined as the distance between the outermost created charges w.r.t. the initial momentum
direction of the primary particle. It was obtained from MC simulations in CZT.∆rCS DA and∆rcloud are given for
the COBRA relevant energy range below 3 MeV. While for alphasthe ranges are at the order ofµm, the betas cover
up to mm distances.

cloud in the direction of the initial particle momentum. Although it is a first hint on it, the

actual longitudinal cloud size∆rcloud is smaller since neither alphas nor betas travel straight

ahead through the material.

Figure 4.5 gives also an impression of∆rcloud, defined as the distance between the outermost

created charges with respect to the initial momentum direction of the primary particle. The

values were obtained from Monte Carlo (MC) simulations of alphas and betas in CZT6. Each

data point represents the mean value of∆rcloud from 10 000 simulated particle tracks. For alphas

below 800 keV,∆rcloud is reconstructed as 0 since in this case Geant4 does not deposit energy

at more than one spot. The error bars were set w.r.t. the root mean square (RMS) of the

∆rcloud distributions and therefore reflect the degree of particle scattering. Although smaller, the

actual cloud sizes are at the same scale as the respective CSDA ranges. Because electrons are

deflected harder, the deviations here are higher than for alphas. The deflection also accounts

for the lateral extension of the charge clouds, as can be seenin figure 4.6 using the example of

1.7 MeV particles from the MC simulations. The alpha momentaafter each collision are mainly

forward directed (meaning here: inz-direction), resulting in small lateral cloud sizes. For betas

on the other hand, it is not unlikely that the lateral cloud extension even exceeds the longitudinal

size. Furthermore it can be concluded from the stopping power profiles in figure 4.4 that the

charge carriers generated by an alpha are highly concentrated at the end of the particle track,

leaving the cloud even more compressed than already done by the short particle path. For an

incident beta however the distribution is expected to be a little more uniform.

Figure 4.7 shows the simulated locations of energy deposition in the crystal from both a ran-

domly chosen 1.7 MeV alpha and beta. The particles were shot in z-direction, the starting point

is marked with a red arrow. The projection of the particle path on the depicted plane becomes

6All MC simulations described in this thesis were performed with the simulation package VENOM, which is based
on the software toolkit Geant4. The used software is described in appendix B.
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(a) Cloud extensions for alphas.
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(b) Cloud extensions for betas.

Figure 4.6: Charge cloud extensions for 1.7 MeV alphas and betas in CZT as obtained from the MC simulation.
The particles were shot inz-direction. For betas the large scattering angles cause a high lateral extension.

visible and also do the discussed properties of alpha and beta clouds. The alpha track is straight,

with only small lateral components, while the beta is hard scattered frequently, causing the lat-

eral cloud extension to be as large as the longitudinal one.

4.2.2 Trapping

In high-resistivity semiconductors such as CZT the trapping of charge carriers plays an im-

portant role for the charge transport. Traps are localized energy states within the otherwise

forbidden gaps between energy bands. Other than shallow impurities, which lie near the band

edges and are used for material doping, those states are located in the middle of the gap and

therefore called deep impurities. A passing charge carriercan fall into a trap and be immobi-

lized for a while. The time until the carrier is detrapped andreleased into the band from which

it came can be longer than the signal collecting time of the detector, so that the charge is lost

for the rest of the signal. There are deep impurities that arecapable of capturing both a hole

and an electron which subsequently recombine and will not becollected at all. In most crystals,

recombination through such centers is more common than direct recombination across the full

band gap [Kno10].

The main contribution to trapping comes from impurities that arise from noble metal contam-

inations. These can be reduced during manufacturing by the use of high-purity basic elements

and an appropriate production process. Structural defectswithin the crystal lattice such as Cd

vacancies or interstitial Te atoms behave as acceptors and donors, respectively, and are much

more difficult to avoid.
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(a) Alpha track. (b) Beta track.

Figure 4.7: Locations of energy deposition for MC simulatedevents in two dimensions. The projection of the
particle path on the depicted plane becomes visible. The particles were both shot iny-direction. The starting point
is marked with a red arrow.

During the cutting process of the crystal, irreversible damage is done to the surfaces. Although

the outermost crystal layer is removed after the mechanicalcutting by mechanical polishing

and chemical etching, the trap density towards the surfacesis typically still much higher than in

the bulk of the crystal. The surface quality of CZT crystals was investigated e.g. by Tepperet

al. [Tep01].

The average time that a carrier is trapped before being released is called detrapping timeτd, as

opposed to the trapping timeτ that a carrier can move on average in the medium before being

trapped. Both times depend on the purity and manufacturing process of the individual crystal.

Typical CZT values forτ are at the order of 100 ns for both electrons and holes [Bal09,eV 13].

While recent studies suggest thatτd can be of the same order or even smaller [RR+15], the

common opinion is thatτd is one or two magnitudes higher thanτ [Bal09].

In the limit of a large number of mobile charge carriers, a rate equation can be formulated for

the total amount of moving chargeQ after drift timet in the detector with respect to the initially

deposited chargeQ0:

dQ
dt
= −Q

τ
+

Q0 − Q
τd

, (4.12)

The solution of this differential equation is

Q(t)
Q0
=

1
τd

τ
+ 1
+

1
τ
τd
+ 1

exp

(

− t
τ
− t
τd

)

, (4.13)

which in the limit of a high detrapping timeτd becomes

Q(t)
Q0
= exp

(

− t
τ

)

. (4.14)

Statistical fluctuations are neglected here.
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4.2.3 Thermal Diffusion

The charge cloud represents a region of high carrier concentration compared to the residual

environment. Subsequently the carriers migrate over time from the region of high concentration

to regions of low concentration in order to drive the system toward a state of uniformity [Sze07].

According to Fick’s laws of diffusion from 1855 [Fic55], which follow from the continuity

equation, the distribution of a charge densityρ as a function of timet is determined by

(

∂ρ

∂t

)

di f f

= D ▽2 ρ, with D =
kBT

e
µ . (4.15)

Here, all other impacts on the charge movement are neglected. kB is the Boltzmann constant,T

is the temperature,e is the elementary charge andµe denotes the carrier mobility.D is called

the diffusion coefficient. For electrons in CZT,D is approximately 25cm2

s . Assuming the total

amount of charge to be initially concentrated at one single spot, the broadening due to diffusion

would make the cross section through the distribution at a later time t resemble a Gaussian

function [Kno10]. A spherically symmetric Gaussian chargedensity is described by

ρ(r, t) =
Ne

(2πσ(t)2)3/2
exp



−
r2

2σ(t)2



 , (4.16)

whereσ is the standard deviation andN the number of charge carriers of the respective type.

This is inserted into equation (4.15). Multiplying byr2 and integrating over the volume yields

∂σdi f f (t)2

∂t
= 2D (4.17)

[B+09], leading then to the solution

σdi f f (t) =
√

2Dt . (4.18)

Another way to see this is the picture of single charge carriers instead of a charge density. Here,

equation (4.18) has the meaning that after a time step dt each carrier will have travelled the

distance dr, where dr is Gaussian distributed withσdi f f (t) =
√

2Ddt.

To calculate the total cloud radiusRdi f f after the diffusion timet for a realistic initial cloud size

Ri, which should reasonably be larger than 0,R0 andσdi f f (t) have to be summed quadratically

[D+05], thus

Rdi f f (t) =
√

R2
0 + σdi f f (t)2 =

√

R2
0 + 2Dt . (4.19)

4.2.4 Electrostatic Repulsion

Within the cloud, repulsive forces act on the charge carriers due to the presence of their mutual

Coulomb potentials. These forces are stronger the more carriers are present and the closer they

are sited. With the relation
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~j = ρµ~E (4.20)

for the current density~j, the charge densityρ, the carrier mobilityµ and the electric field~E of

the distributed charge one can devise the continuity equation for electrostatic carrier repulsion

(

∂ρ

∂t

)

rep

= − ▽ ~j = −µ ▽ ·(ρ~E) . (4.21)

Thermal diffusion and external electric fields are being neglected. Analogous to the proceed-

ing in case of diffusion, a differential equation for the standard deviationσrep of a Gaussian

distributed charge cloud can be derived:

∂σrep(t)2

∂t
=

µNe
12π3/2ε0εrσrep(t)

, (4.22)

whereεr is the relative permittivity and all other notations are thesame as before. There is

no analytical solution to equation (4.22), but E. Gattiet al. [G+87] showed that for a uniform

spherical charge distribution with initial radiusR0 the radius∆Rrep after drift timet is given by

∆Rrep(t) =
3

√

3µNet
4πε0εr

. (4.23)

Since∆Rrep(t) goes with the cube root oft, the total radiusRrep(t) is obtained by building the

cubic sum ofR0 and∆Rrep:

Rrep(t) =
3
√

R3
0 + ∆Rrep(t)3 =

3

√

R3
0 +

3µNet
4πε0εr

. (4.24)

So far, thermal diffusion and electrostatic diffusion were considered isolated from any other

effects. In a real crystal, the actual expansion of the charge cloud would always be due to both

effects. If they were two independent processes, one could simply add their contributions to

the cloud size quadratically, such as proposed by Dönmezet al. [D+05]. Benoitet al. [B+09]

modelled the migration of single electrons in large charge clouds in CZT using iterative Geant4

simulations. They found that the cloud radius resulting from the quadratic sum slightly over-

estimates the actual cloud size. The reason is the coupling between both effects, since after a

time step dt the impact of repulsion decreases due to the simultaneous expansion from thermal

diffusion, so that theoretically equation (4.24) – or its equivalent with the numerical solution of

equation (4.22) – would have to be recalculated after each time step.

Anyhow it is possible to reflect equations (4.19) and (4.24) in order to make a general statement

about their contributions to the total cloud expansion.σdi f f and∆Rrep expand as the square root

and as the cubic root of time, respectively, and so repulsionmay become the dominant effect

for short drift times in a detector. The impact is also dependent on the number of charge carri-

ers and therefore on the amount of deposited energy. Since semiconductor detectors are often

used for spectroscopic purposes where gamma radiation in the range of several tens of keV is
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detected, electrostatic repulsion is hardly discussed in the literature concerning carrier drift. For

high energies in the range of MeV, it definitely has to be takeninto account.

Generally one might argue that the carriers in the charge cloud are far from being Gaussian

distributed and the analytic models both in this and in the previous section are not suitable for

realistic statements. But as could be shown by Benoitet al. the time evolution of the RMS

values is not too dependent on the details of the distribution. Deviations are reported to be

around 5 %.

4.3 Electric Field Studies

While the drifting electrons induce a signal which follows the weighting potential introduced

in section 4.1.1, their actual movement is mainly determined by the distribution of the electric

potential. The generated charge carriers follow the electric field lines until they finally get

collected by an electrode. The above explained diffusive and repulsive effects are superimposed

on the drift.

The internal electric field is dominated by the biases applied to the electrodes. Further contri-

butions arise from surfaces and metal-semiconductor junctions at the electrodes, all discussed

in the course of this section.

4.3.1 Electrode Biases

A simulation of the electric potential inside an ideal 1 cm3 CZT detector was carried out by using

the finite element modeling software COMSOL Multiphysics7, at first disregarding possible

effects due to surfaces and junctions. The underlying anode geometry is depicted in figure 4.8.

It was adopted from the detectors currently used at the COBRAdemonstrator. The scheme

also shows the guard ring which is surrounding the anode grids to prevent leakage currents to

flow between cathode and anodes. The HV was set to−1 kV and the anode potentials were

−100 V and 0 V. The guard ring was set to floating potential. The relative permittivity in CZT

was assumed to be 10.9.

Figure 4.9 shows results from the simulation in the form of color plots. The electric potential

in (a) is plotted on multiple slices through the detector center. For the plane perpendicular

to the anode stripes, in (b) also the electric field is indicated by lines following the potential

gradient. The simulation is consistent with the assumptions previously made, saying that the

field is constant throughout most of the crystal. The field lines are not getting remarkably bent

until the last eighth of the way toward the anodes atz = 0. In a closer look at the field lines

landing on the anodes it can be observed that they do not all end at a CA strip, colored in red.

Some lines lead to the outermost NCA, colored in blue. In practice this could result in charge

7The software is briefly described in appendix B.
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Figure 4.8: Scheme of anode geometry used in electric field simulations [JD]. The measurements were set with
respect to the detectors currently used at the COBRA demonstrator. Numbers are given in mm.

(a) Multislice plot of the electric potential. (b) 2D plot of the electric potential. The CA is col-
ored in red, the NCA in blue.

Figure 4.9: Simulation of the electric potential of a 1 cm3 CPG detector. The applied voltages wereHV = −1 kV
andGB = 100 V. The 2D plot in (b) shows the potential and corresponding field lines on a plane through the
detector center perpendicular to the anode strips.
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sharing, meaning that for events near the adjacent surface not all charge carriers are collected

by the CA. The energy for such events would be underestimatedin the reconstruction.

4.3.2 Space Charge Regions

As mentioned in the context of trapping centers in section 4.2.2, the density of states inside the

forbidden energy gaps is very high near surfaces. This is mainly due to the mechanical cutting

of the crystals during manufacturing, which causes structural lattice defects. But even with an

ideal surface with atoms at bulk-like positions, new electronic levels and modified many-body

effects are formed due to the change in chemical bonding – a case that is conclusively given at

a surface. Mobile carriers can occupy the surface states andwill represent a perturbation to the

local charge balance. Consequently, neighboring carriersof the opposite charge will rearrange

to compensate for the additional charge. Since the density of free charge carriers is low in

semiconductors, the screening lengths are high compared tometals. In semiconductors, these

are at the order of hundreds of ångströms instead of atomic distances in metals. Such spatial

regions of redistributed screening charges are called space charge regions [Lüt15]. Depending

on the concentration and the type of surface states, these can lead either to an increase or a

decrease in conductivity. In CZT, surface regions are usually more conductive than the bulk of

the material.

In addition to surface states, fixed interfacial charge can be present, when an oxide is deposited

on the semiconductor surface [P+01]. High surface conductivity and fixed interface charge have

an impact on the electric field that can reach up to several hundreds of microns deep into the

bulk of the material [P+01].

Space charge regions can also form inside the bulk of the crystal, e.g. at grain boundaries.

Furthermore, inclusions and precipitates of Te form regions of higher conductivity due to the

narrow band gap of Te (∼ 0.3 eV). These may distort the electric field distribution and the

carrier transport [Car06]. In an undisturbed, constant electric field, the detector signals should

rise linearly. This is the ideal case for drifting charge clouds that have not yet reached the near

anode region. Field perturbations in the bulk should therefore be visible in the pulse shapes.

All of the operated detectors at LNGS, however, show a behavior as depicted in figure 4.3. The

linear part of the slopes do not show any sign of systematic curvature. If space charges are

present in the bulk, they are not strong enough to visibly affect the signals. The same goes for

the impact of Te inclusions and Te precipitates.

4.3.3 Metal-Semiconductor Junctions

The electrode contacts on the crystal form metal-semiconductor junctions. To understand the

electronic behavior inside the CZT, it is helpful to once again consider the band schemes of the

involved materials. Figure 4.10 shows the energy bands before (a) and after (b) connecting a
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(a) Metal and semiconductor unconnected. (b) Metal and semiconductor connected.

Figure 4.10: Formation of a Schottky junction using the example of an n-type semiconductor [Sin00]. The work
function of the metaleΦm is higher than for the semiconductor, i.e.eΦs. Subsequently, the Fermi levelsEFm and
EFs are different. When both materials are brought into contact, thermal equilibrium requires the Fermi levels
on both sides of the interface to be equal. Electrons from theconduction band will flow into the metal, causing
both conduction and valence band to bend up. The electron affinity eχs remains the same before and after the
connection. The resulting potential barrier, given as the difference betweeneΦm andeχs, prevents electrons to flow
from the metal into the semiconductor and is known as the Schottky barriereΦb. W is the width of the arising
depletion layer.

metal and a semiconductor. The work functioneΦ is defined as the minimum thermodynamic

work needed to release an electron from the material into an outside vacuum. In the depicted

case, it is higher for the metal than for the semiconductor, i.e. Φm > Φs. Subsequently, the

Fermi levelsEFm andEFs for the metal and the semiconductor, respectively, are different. In the

example, this difference is further enlarged due to an n-type doping of the semiconductor, lifting

up EFs a little. When both materials are brought into contact, thermal equilibrium requires the

Fermi levels on both sides of the interface to be equal. The lower edge of the conduction band

is marked asEC, the upper edge of the valence band asEV. Electrons from the conduction

band will flow into the metal, causing both conduction and valence band to bend up until the

equilibrium is reached. The electron affinity eχs, defined as the difference between vacuum

energy andEC, remains the same before and after the connection. The resulting potential barrier,

given as the difference betweeneΦm andeχs, prevents electrons to flow from the metal into the

semiconductor and is known as the Schottky barriereΦb. The width of the arising depletion

layer is labelled asW in the scheme.

If a voltageV is applied to the system, this has an immediate impact on the band structure, as

depicted in figure 4.11. The positions of the Fermi levels getshifted against each other, while

the direction of the shift depends on the bias. A forward bias, see figure 4.11 (a), implies an

upward shift ofeV for EFs, while a reverse bias, see figure 4.11 (b), has a contrary effect. As can

be seen, this has a large impact on the semiconductor-to-metal barrier, which keeps electrons

from flowing from the semiconductor into the metal. The depletion zone is compressed in case

of a forward bias and stretched in case of a reverse bias. The Schottky barrier, on the other

hand, remains unchanged.
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(a) Forward bias. (b) Reverse bias.

Figure 4.11: A bias is applied to a metal-semiconductor junction [Sin00]. Depending on whether the bias is
forward or reverse, the semiconductor-to-metal barrier, and also the width of the depletion zone, is decreased or
increased. The Schottky barrier, on the other hand, remainsunchanged.

The Schottky contact was explained on the basis of the electron behavior. For holes, the defini-

tions and processes work analogously.

Another electric field study was carried out with COMOSL Multiphysics. Due to the complexity

of the anode geometry, it was necessary to reduce the problemto two dimensions in order to

implement the Schottky contacts. The simulated detector was a 200µm × 1.09 cm CZT strip

with two back-to-back Schottky contacts at the ends. The width of the strip was chosen w.r.t.

an anode pin, its length corresponds to the actual detector depth. All used material properties

are listed in table 4.1.

First, a simulation was done without any bias applied to the electrodes. It delivered the con-

Table 4.1: Material properties used in the COMSOL simulation.

Property CZT Cathode Anodes

Densityρ [g/cm3] 5.78
Relative permittivityεr 10.9
Electron mobilityµe [cm2/(Vs)] 1 000
Hole mobilityµh [cm2/(Vs)] 70
Band gapEg [eV] 1.64
Electron affinity eχ [eV] 4.4
Work functioneΦm [eV] 5.0 5.3
Schottky barriereΦb [eV] 0.6 0.9
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(a) Electron concentra-
tion.

(b) Hole concentration. (c) Carrier concentrations alongz.

Figure 4.12: Simulated charge carrier concentrations at Schottky contact. No bias is applied between anode and
cathode. The electron density is reduced near the anode and rises towards the cathode. For the hole density it is
vice versa. The Schottky contacts are noticeable through the hole detector.

centration of charge carriers depicted in figure 4.12. The two color plots in (a) and (b) show

the spatial distribution of electron and whole density throughout the detector strip. Figure 4.12

shows both carrier concentrations along the detector depthacross the middle of the strip. Due

to the assumed semiconductor electron affinity and metal work functions, the electron density

is very much reduced near the anode and rises towards the cathode. For the hole density it is

vice versa. The Schottky contacts have an effect that is noticeable through the hole detector.

In the next step, the bias between anode and cathode was set to1 000 V. The analog results can

be seen in figure 4.13. The space charge regions are most widely forced back so that the carrier

densities are constant along the bulk. In order to see any effect of the junctions at all, the color

plots had to be zoomed in massively. A density gradient is present only immediately near the

electrodes. The density drops within 10µm in front of the anode in case of the electrons and

within 10µm in front of the cathode in case of the holes. In terms of absolute values, the elec-

tric field would be increased minimally due to the space charges, whereas a deformation of the

field would be spatially confined to a couple ofµm. Assuming a drift velocity for of 104 m
s , see

section 5.1.2, the carriers would pass the region in less than a nanosecond. Given the sampling

rate of one per 10 ns, the temporal shaping of the detector signals would not be affected.

To summarize the preceding results, the simulations confirmthat the internal electric field in

the bulk of the material is clearly dominated by the applied voltages. Towards the surfaces,

deep energy states and fixed interfacial charges can modify the field. The reach of such effects

is expected to be limited to some hundreds ofµm. Space charge regions within the bulk do in

general not distort the pulses. The Schottky contacts at theanodes should not have a measurable

effect on the observed pulse shapes either.
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(a) Electron concentra-
tion.

(b) Hole concentration. (c) Carrier concentrations alongz.

Figure 4.13: Simulated charge carrier concentrations at Schottky contact. A 1000V bias is applied between anode
and cathode. A density gradient is present only immediatelyin front of the electrodes.

It was formerly observed that the fraction of collected electrons at the CA and NCA is higher

than predicted by electric field studies, i.e. charge sharing happens less frequently than expected

[P+02]. This welcome effect might be due to layers of higher conductivity, which in turn can

result from surface states or metal-semiconductor junctions.

A method to experimentally obtain the internal electric field of a CZT detector is to make use

of the Pockels effect8. Studies can be found in [Y+99,Z+99].

8CZT is transparent to light from the infrared (IR). The crystal becomes birefringent when a voltage is applied.
When exposed to IR radiation, the electric and magnetic vectors of the light are rotated with the intensity of
the electric field. Since the birefringence changes linearly with the field, the Pockels effect is also called linear
electro-optical effect.
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Chapter 5

Development of a Detector Simulation

Event simulations for COBRA are generally carried out by Geant4-based MC simulations. For

the passage of a particle through matter, these methods consider complex cascades of particle

interactions and processes. As a result, they predict the amount of energy finally deposited

in a specified volume, e.g. the detector. The MC simulation terminates at this stage, leaving

all further aspects such as charge transport inside the detector or signal transport in the DAQ

chain untouched. In order to consider electronic and detector response, the MC data has to be

convolved with experimentally obtained detector uncertainties. The obtained MC energies have

to be smeared retrospectively to consider the technically limited energy resolution in order to

produce realistic spectra.

This procedure is justified when considering well-understood aspects of the detector behavior.

Or in other words: When the detector response to a certain treatment is known, it is easy to ar-

tificially reproduce the effect in retrospect. When on the other hand the detector behavior itself

is the field of interest, the above methods are not suitable any more, obviously. Problems arise

for example when detection efficiencies for rare events such as double beta decays shall be de-

termined. Since the experimental way is barred, a method hasto be found to simulate the actual

particle detection, including transport and collection ofcharges, leading to the generation of

signal shapes. In principle, a detector simulation is always required when certain experimental

data is hard to get, either because the studied process cannot be induced or because the detector

region of interest is experimentally hard to access. This isthe case for efficiency calculations for

all kind of data cuts that apply to bulk events. In this sense,the detector simulation is essential

for the efficiency determination of the alpha discrimination in chapter 6. Another example for a

possible application is the investigation of signal loss incertain detector regions. The common

MC simulations will not yield any enlightening informationon the so-called dead layers, but a

detector simulation can help to support or discard a hypothesis.

As a rule, the simulated results are the more accurate and revealing the more appropriate and

detailed the underlying processes are implemented. This chapter describes the development

of a detector simulation and presents simulated pulse shapes as a result. These are compared

to real pulses and used to determine detector resolutions before conclusively discussing the
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applicability of the presented method.

5.1 Process

The detector simulation presented here is based on a former version developed for the COBRA

experiment by M. Fritts (University of Minnesota) which, within the scope of this thesis, was

complemented with certain aspects of charge transport and electronics impact. Furthermore,

the process was restructured in order to match current needsof the application.

The diagram in figure 5.1 shows the basic course of the simulation. All adjustable input param-

eters are listed in a column on the left. Broad arrows indicate at which point these enter the

simulation. Framed rectangular boxes in the right-hand column represent the main processing

stages. Their sequence is pointed out by thin arrows, leading finally to the output domain in the

bottom right-hand corner. Boxes with rounded corners show intermediate results.

The detector simulation calculates a pulse for a specific detector event. In a first step, the desired

event needs to be simulated with VENOM. The type of primary particle, its initial energy and

direction and also the starting point have to be specified. VENOM returns a ROOT file, in

which single points of energy deposition along the track of the primary particle are stored. The

file is now passed to the actual detector simulation script which can be run with ROOT. The

program starts with a loop over every single spot of energy deposition, marked in the diagram

by a black rectangular frame. The charge movement of holes and electrons is simulated, taking

into account the electrostatic repulsion between the electrons. Here, all spots are considered

isolated: The exact constellation to neighboring spots hasno impact on the movement. The

charge carrier tracks are determined by the detector geometry. Their speed is influenced by

the HV between cathode and CA, by the GB between CA and NCA, andby the electron and

hole mobilitiesµe andµh in CZT. To calculate the corresponding signal, the knowledge of the

weighting potential is required. It is obtained from a COMSOL simulation, which in turn has

to be fed with the detector geometry. The weighting potential along the carrier tracks delivers

the electron and hole contribution to the signal. In this step, trapping is considered in form of

a continuous signal reduction, driven by the parametersw andρ (see section 5.1.3). The two

obtained signal contributions are added. The result can be understood as a signal from a dot-like

energy deposition. In order to take into account the whole energy distribution in the crystal, the

signals from the entire loop are summed up w.r.t. the amount of energy deposited at each spot.

The energy weighted sum signal comes already very close to the response expected from the

plain detector. But since in a real system the additional electronics do not leave a signal un-

affected, the simulation has to undergo further treatment to make it resemble a realistic pulse.

Therefore, a digital RC-CR filter is applied, demanding for the time constantsτrise andτ f all .

Finally, noise is added, whereas the intensity is controlled by an adjustable noise level.

The final signal is saved in the same ROOT format as the experimental data. The sample rate

is also identical. The pulse height is stored in arbitrary units, but since the shaping and noise
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Figure 5.1: Schematic course of the detector simulation. All adjustable input parameters are listed in a column
on the left. Broad arrows indicate at which point of the simulation these enter the simulation. Framed rectangular
boxes in the right-hand column represent the main processing stages. Their sequence is pointed out by thin arrows,
finally leading to the output domain in the bottom right-handcorner. Boxes with rounded corners show intermediate
results.
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features were implemented relatively w.r.t. the total pulse height, the simulated signals can

be scaled easily to compare them to experimentally gained ones. The signal length is 300

samples, corresponding to 3µs. The difference to the experimental signals with a length of 1024

samples is due to the absence of a pre-baseline and a shortened post-baseline. Additionally to

the signal, information like the total deposited energy andcoordinates for the energy weighted

mean position of the interaction are stored.

A more detailed description of the different simulation stages will be given in the following

sections.

5.1.1 VENOM Event Simulation

A VENOM event simulation is needed as input for the detector simulation. The particle type,

particle energy, initial flight direction and the point of origin can be specified. The simulated

distribution of energy deposition in the detector serves asbasis for the initial charge cloud.

Since for one detector event VENOM returns by default only the sum of all individual energy

depositions and the mean position of the interaction, the source code has to be modified slightly.

Basically, the lines

1 i f ( h t I t e r != f H i t T a b l e . end ( ) ) {
2 ( * fEdep ) [ (* h t I t e r ) . second ]+= edep ;

3 re tu rn ;

4 }

in the scriptarray64SensitiveCrystalData.cc have to be commented out.

Care has to be taken in the choice of the Geant4 physics list. For underground physics, the lists

Shielding and DMXPhysicsList are provided. Although the Shielding list proves more suitable

for COBRA [Hei14], only very few spots of energy distribution are determined. By means

of these spots, the track of the incident particle is not recognizable. Although depending on

the total deposited energy, their number is up to several thousand with the DMXPhysicsList,

instead. Tracks are identifiable and can be used as indications for cloud sizes. Therefore, the

latter is the list of choice for the detector simulation.

5.1.2 Calculating Tracks

Charge Carrier Pathways

For every spot of energy deposition, the movement of both holes and electrons is being calcu-

lated. At the spot of energy deposition, electrons and holesare generated, treated here as an

inseparable package of negative or positive charge, respectively. The pathway follows a very

simple scheme. The holes are assumed to drift straight from their point of origin to the cath-

ode. They follow a path which is parallel to thez direction, i.e. perpendicular to the electrode

planes. This should in general approximate the orientationof electric field lines in the bulk of

the crystal very well. The electrons on the other hand drift towards the anodes where they meet
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a much more complex field distribution. In the simulation, they are assumed to drift along the

z axis up to a distance of 700µm toward the anode plane. So far the electric field is assumed

to be unaffected by the GB. From there on, the electrons head directly tothe nearest CA strip.

The approximate value of 700µm was chosen with regard to the field line simulations presented

in section 4.3.1. However, a fluctuation of±300µm would not have perceptible impact on the

final pulses.

The average speedv0 of the charge carriers depends on the applied HV and GB. Usingthe

relation

~v(r) = µ(~r)~E(~r) , (5.1)

stating that the instantaneous speed at a position~r is given as the product of mobilityµ(~r) and

electric field~E(~r), the average velocity is estimated with an overall mobility µ and the detector

lengthL to be

v0 = µ
∣
∣
∣
∣
~E(~r)

∣
∣
∣
∣ ≈ µ ·

HV −GB/2
L

. (5.2)

Obviously, this is a simplification of both the path and the drift velocity of carriers. Depending

on the requirements concerning the accuracy of the pathway,it is also possible to calculate

both parameters directly from an electric field simulation.Same as the weighting potential, the

field can be calculated with COMSOL Multiphysics. The disadvantage of this method is that

the field would have to be recalculated completely for every new combination of HV and GB,

whereas the biases can easily be adjusted using the simplified approach. The significance for

the generated pulse shapes however is marginal.

Effect of Thermal Diffusion and Electrostatic Repulsion

For an appropriate consideration of the charge cloud behavior, dynamic effects such as thermal

diffusion and electrostatic repulsion have to be taken into account. General aspects concerning

their nature and impact have been described in chapter 4. Now, it is important to know how

they act on specific charge clouds in the fixed detector volume. Equation (4.18) implies that the

change in cloud radius depends on the drift timet and carrier mobility. Whenµ = 1000cm2

Vs ,

HV = 1000 V and GB= 100 V are inserted into equation (5.2), a drift velocity of approxi-

mately 104 m
s is obtained. The maximum electron drift distance of 1 cm is covered for events

near the cathode. This leads to an approximate maximum drifttime tmax ≈ 1µs. For these

values, equation (4.18) returns an expansion coefficient of σdi f f ≈ 70µm, which has to be

added quadratically to the initial cloud size to obtain the cloud radius at the end of the drift, see

equation (4.19).

For electrostatic repulsion, the expansion is determined by the coefficient∆RRepgiven by equa-

tion (4.23). Besides the drift time, it depends also on the number of charge carriers and therefore

on the amount of deposited energyEdep. Assuming the maximum drift time,∆RRep is 295µm
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Figure 5.2: Charge cloud radiusRrep(tmax) for maximum drift time plotted against the initial radiusR0 considering
electrostatic repulsion in a double logarithmic representation. Dashed lines mark typical initial radii for alphas and
betas.

for Edep = 300 keV and 635µm for Edep = 3 MeV. These values have to be added cubically to

the initial cloud size to obtain the cloud radiusRrep(tmax) at the end of the drift, see equation

(4.24). In figure 5.2,Rrep(tmax) was plotted as a function of the initial cloud radiusR0 for both

energies. Dashed lines mark typical initial radii for alphas and betas. The repulsive effect is

most pronounced for small clouds such as for alphas, enhancing the radii more than one order

of magnitude. For the wide-spread beta distribution, the relative effect is hardly noticeable.

So far, thermal diffusion and electrostatic repulsion have been considered independently of each

other. But since both effects are coupled, see section 4.2.4, they should in principle be com-

bined. Although no analytic solution is available, the following thoughts allow some statement

about their relative impact. The sought-for radius after the drift, having been influenced by dif-

fusion and repulsion, is now called the real radiusRdi f f ,rep(t). Since diffusion has an enlarging

effect on the cloud, it is clear that the cloud radiusRrep without diffusion is smaller than the real

radius. To define an upper limit forRdi f f ,rep(t), one can conclude that the real radius is smaller

than the radius that one obtains when assuming that both effects happen one after another, i.e.

first the repulsion radiusRrep(t) is calculated and then inserted as initial radius intoRdi f f (t)1. By

using equations (4.24) and (4.19), this can be formulated as

3
√

R3
0 + ∆Rrep(t)3

︸              ︷︷              ︸

≔Rlow(t)

< Rdi f f ,rep(t) <
√

(R3
0 + ∆Rrep(t)3)

2
3 + σdi f f (t)2

︸                                  ︷︷                                  ︸

≔Rup(t)

. (5.3)

The lower and upper limit for the real radius are defined asRlow(t) andRup(t), respectively. They

were plotted in figure 5.3 for alphas and betas of both 300 keV and 3 MeV. The colored lines

1The order in which repulsion and diffusion are applied to the radius is not indifferent. The described order was
used for the upper limit since it returns (slightly) higher values.
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Figure 5.3: Lower and upper limit for the cloud radius plotted against the drift time. The graph showsRlow(t)
andRup(t) for alphas and betas of both 300 keV and 3 MeV on a logarithmicscale. The colored lines repesent
Rlow(t). For reasons of clarity,Rup(t) is plotted as a black dashed line in each of the four cases, but can intuitively
be assigned to a colored line.

repesentRlow(t). For reasons of clarity,Rup(t) is plotted as a black dashed line in each of the four

cases, but can intuitively be assigned to a colored line. Thereal radius, which should in each

case lie somewhere betweenRlow(t) andRup(t), does obviously not differ too much fromRlow(t).

It can be concluded that for the considered drift times, particles and energy ranges the effect of

thermal diffusion is practically negligible. In order to find a good balance between convenience

and accuracy, it was therefore decided to implement the effect of electrostatic repulsion but to

neglect thermal diffusion in the detector simulation.

The detector signal is dominated by the electron drift. Witha view to the signal shaping, the

most important aspect of repulsion is then the extension of the electron cloud in drift direction,

i.e. parallel toz. The lateral extension has only minor contribution to the signal and is therefore

not considered, neither is the hole repulsion. The enlargement inz is induced by a variation of

the drift velocity of electron packages from different spots of energy deposition. The process is

schematically illustrated in figure 5.4. First, the initialcloud radiusR0 is determined as half of

the distance between the two outermost spots of energy deposition with regard toz. By doing

so, the density profile of the cloud is not considered. A more precise approach could be e.g.

the assumption of a Gaussian distributed cloud as basis of the size determination. However, the

results of the used method give satisfying results, as can beseen in section 6.4.

Next, the mean drift timet is calculated from the average velocityv0 given by equation (5.2)

and the meanzposition which is adequate to the mean distance to the anode plane. The number

N of electrons is derived from the total deposited energy by means of equation (4.8). With the

electron mobilityµe, the vacuum permittivityε0 and the relative permittivityεr , the expected

change in radius∆R(t) can now be calculated as
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Figure 5.4: Illustration of the effective cloud enlargement. Blue dots represent electron packages.R0 is determined
as half of the distance between the two outermost spots of energy deposition with regard toz. t is calculated from
the average velocityv0 and the meanz position. These are used to determine the change in radius∆R, which is
realized by a variation of the velocity of electron packagesfrom different spots of energy deposition.

∆R(t) = Rrep(t) − R0 =
3

√

R3
0 +

3µeNet
4πε0εr

− R0 . (5.4)

The drift velocitiesvi of the individual electron packages are now set to be uniformly distributed

within the interval

v0 − ∆v ≤ vi ≤ v0 + ∆v with ∆v =
∆R
t

. (5.5)

The result, as depicted in the scheme, is an effective stretching of the cloud in drift direction.

By doing so, the fact that during the drift the enlargement follows the cube root oft, and not

linearity, is ignored. After the full drift, the enlargement proportional tot results by definition

in the same cloud size as an enlargement proportional to3
√

t. Before the end of the drift, the

simulated cloud size is underestimated. Actually, this hasno meaning at all for the signal. Since

all single pulses from the individual carrier packages are summed up in the end, the important

entity is the average velocity which does not change during the cloud enlargement. The crucial

point is the end of the signal rise, which will get more smeared for a larger extension inz,

independently of the former drift behavior.

If in the VENOM simulation all energy was deposited at one single spot, the drift velocity is

set tov0 without variation. At least some tens of energy spots have tobe simulated to let the

effect of cloud enlargement on the signal appear smooth. The threshold energy for an appro-

priate treatment of repulsion depends on the particle type.For alphas, enough spots of energy

deposition are reached above 800 keV, for betas already at 100 keV.

On the basis of the predicted carrier track and drift velocity, the carrier position is calculated in

drift time steps of dt = 10 ns and written to a vector. dt corresponds to the FADC sampling rate

of 100 MHz.

5.1.3 Generating Signals

To calculate a signal, the weighting potentialφW(~r) for the corresponding electrode has to be

known, see section 4.1.1. Therefore, a simulation with COMSOL Multiphysics was done for the
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CA and NCA. The electric field in the detector was calculated with the respective anode set to

1 V while all other electrodes were grounded. The result was then stored in a three-dimensional

ROOT histogramHφw and can be used dimensionless as the weighting potential of this anode.

φW(~r) is independent of the actually applied voltages and accordingly it is sufficient to simulate

it only once per anode for a given detector geometry.

The signal itself is generated as follows. For each carrier packagei, the track is simulated

and written to a vectorVtrack,i as described above. The number of entries inVtrack,i is equal to

the desired pulse duration times the sampling rate. For every position inVtrack,i, the weighting

potential is requested fromHφw and in turn written to a vectorVφw,i. According to section 4.1.1,

the amount of chargeQ induced by a moving chargeq is now given as the change in weighting

potential along the track:

Q = −q∆ϕW(~r) . (5.6)

To consider carrier trapping, the amount of charge in the package is reduced by a relative amount

appropriate to the trapping timeτ. The reduction of the initial chargeq0 after drift timet was

introduced in section 4.2.2. For small time steps dt the approximation

q(dt)
q0
= exp

(

−dt
τ

)

≈
(

1− dt
τ

)

(5.7)

is valid. In this approach, charges are not considered as discrete but as a continuous quantity.

This treatment is justified with the high number of carriers that account for the signal.

In section 4.1.3, it was explained how the mean electron trapping lengthλ is linked to the

experimentally gained weighting factorw. λ is a dimensionless quantity which is relative to the

detector lengthL. With the average carrier velocityv0 given by equation (5.2) and the electron

mobility µe, the trapping time for electrons can be approximated to be

τe ≈
λL
v0
=

λL2

µe(HV −GB/2)
. (5.8)

To obtain the trapping time for holes, accordingly the hole mobility µh and the mean trapping

lengthρ for holes need to be inserted.

With equation (5.6), the signal for a moving chargeq can now be calculated, whileq itself is a

function of drift time, see equation (5.7). The initial amount of chargeq0 is set to be an arbitrary

constant. The trapping time for electrons and holes can be controlled by the experimentally

obtained valuesw andρ, respectively. The calculated values forQ w.r.t. Vφw,i are written to a

vectorVesig,i or Vhsig,i for electron or hole packages, respectively. Both signals are summed up to

obtain the contribution of energy depositionEi to the total signal, i.e.Vsig,i = Vesig,i +Vhsig,i . The

total signalVsig,tot can then be built by adding up all contributionsVsig,i. TheVsig,i are weighted

by the energyEi that was deposited at positioni. This can be formulated as

Vsig,tot =
∑

i

EiVsig,i . (5.9)
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(a) CR high-pass filter. (b) RC low-pass filter.

Figure 5.5: Analog frequency filters [Leo94b]. The basic circuits of a high-pass and a low-pass filter are shown as
well as their effect on a step function input pulse.

Vsig,tot is written to a vector with the same sampling rate as before.

5.1.4 Adding Impact of Electronics

Frequency Filters

Electric circuits consisting of resistors and capacitors can act as frequency filters. A signal

is naturally composed of numerous sinusoidal components. By filtering out certain frequency

ranges, the signal shape changes. Figure 5.5 (a) shows the basic connection of resistanceRand

capacitanceC that leads to a high-pass filter. For a dot-like energy deposition in the crystal,

the detector signal would ideally resemble a step function.The effect on such a curve is also

illustrated. As can be seen, the filter acts only on the flat part of the pulse which is attenuated,

whereas the signal rise remains unaffected. The fall-off of the post-baseline happens corre-

sponding to the product ofR andC which is referred to as fall timeτ f all = RC. The attenuated

frequenciesf are below

f ≤ 1
2πτ f all

. (5.10)

Since the effect on the pulse is the electrical analog to a mathematical differentiation, the circuit

is also called CR differentiator.

A low-pass filter is realized when in the circuit capacitanceand resistance change places, see

figure 5.5 (b). The effect on a step function is complementary: Now the signal rise is delayed

while the flat level of the prior pulse is approached. Here, the characteristic time constant is

called rise timeτrise = RC. The cut-off threshold for frequencies is

f ≥ 1
2πτrise

. (5.11)

Due to the similarity to a mathematical integration, the filter is often called RC integrator. More

on this can be found e.g. in [Leo94b].

In particle detection, frequency filters are consciously used to limit the bandwidth and to thereby

reduce noise. Apart from that, the whole DAQ chain features numerous devices and wires, all of

which carry intrinsic resistances and capacitances that can form RC and CR filters. At COBRA,

an RC integrating circuit withτrise = 7 ns is part of the preamplifiers. The contained feedback

capacitor is discharged through a further resistor, leading to a preferably slow signal fall with
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τ f all = 140µs [hp]. The commercial devices in the main amplifiers are reported to have a rise

time of a few ns each [httg, httf]. The input stage of the FADC contains a 50 MHz low-pass

filter in order to prevent aliasing2 [Sch11]. According to equation (5.11) this corresponds to a

rise time of 3.2 ns.

To implement a digital frequency filter, a discretized description of the related circuit has to be

found. For the high-pass circuit, Kirchhoff’s Laws and the definition of capacitance lead to

Vout(t) = I (t)R , (5.12)

and

I (t) =
dQ
dt

, with Q(t) = C(Vin(t) − Vout(t)) , (5.13)

whereVin andVout are the in- and outgoing voltage signals, respectively,I is the current andQ is

the charge stored in the capacitor. Insertion of the relations from equation (5.13) into equation

(5.12) yields

Vout(t) = RC

(

dVin

dt
− dVout

dt

)

. (5.14)

In terms of discrete sequences (x1, x2, ..., xn) and (y1, y2, ..., yn) for the input and the output signal

values, respectively, equation (5.14) reads

yi = τ f all

( xi − xi−1

dt
− yi − yi−1

dt

)

= αhighyi−1 + αhigh(xi − xi−1) , with αhigh =

τ f all

dt
τ f all

dt + 1
. (5.15)

In case of the low-pass circuit, equations (5.12) and (5.13)have to be replaced by

Vin(t) − Vout(t) = I (t)R , (5.16)

and

I (t) =
dQ
dt

, with Q(t) = CVout(t) , (5.17)

which can conclusively be rearranged to give

Vout(t) = Vin − RC
dVout

dt
. (5.18)

The equivalent for discrete samples is

2For signals sampled in time with frequencyf , aliasing has the meaning that signals of frequencyv cannot be
distinguished from signals with frequencyv+n f due to the Nyquist-Shannon sampling theorem, see e.g. [Wat00].
Therefore, the input signal needs to be limited to frequencies lower than1

f .
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Table 5.1: Detector input parameters for the depicted pulses, unless stated otherwise.

Parameter Value

HV [V] 1000
GB [V] 50
µe [cm2/(Vs)] 1000
µh [cm2/(Vs)] 70
w 0.71
ρ 0.12
τrise [ns] 35
τ f all [µs] 140

yi = xi − τrise
yi − yi−1

dt
= αlowxi + (1− αlow)yi−1 , with αlow =

1
τrise

dt + 1
. (5.19)

Equations (5.15) and (5.19) are used successively to apply adigital filtering process to the

signals given by the incoming signal vectorVsig,tot. The time constantsτrise andτ f all have to be

specified for that. The filtered signal is written to another vectorVsig,CR−RC.

Noise

Electronic noise can optionally be added as a fluctuation superimposed on the signal. The input

noise levelσ has to be set. For each entry of the filtered signal vectorVsig,CR−RC, the signal value

xi is recalculated as a random number from a Gaussian distribution aroundxi with standard

deviationσ. σ can be obtained e.g. by considering a real detector signal and determining

the standard deviation of the residual distribution aroundthe pre-baseline. Since thexi have

arbitrary units,σ has to be scaled internally w.r.t. a reference pulse height of the detector in

question. The new signal values are again written to a vectorVsig,noise. If the noise option was

chosen,Vsig,noise is the final output signal of the detector simulation. Otherwise, Vsig,CR−RC is

returned.

5.2 Results

5.2.1 Pulse Samples

Several sample pulses were generated with the detector simulation to give an impression of its

functionality. Unless stated otherwise, the used input parameters are those stated in table 5.1.

Figure 5.6 (a) shows a simulated signal with (thin black line) and without (bold grey line)

applied frequency filters. The slight attenuation of the post-baseline due to the high-pass filter

becomes visible. The high time constantτ f all = 140µs was chosen in accordance with the

declaration of the preamplifier chip.

The unfiltered signals show sharp bends between the different signal stages, namely at the point

of divergence between CA and NCA signal and at the transitions into the post-baselines. Espe-



68 Chapter 5. Development of a Detector Simulation

FADC sample [10 ns]
0 50 100 150 200 250

am
pl

itu
de

 [a
.u

.]

0

200

400

600

800

1000 unfiltered signal

filtered signal

unfiltered signal

filtered signal
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Figure 5.6: Impact of electronics on simulated pulses. Panel (a) shows a signal with and without applied frequency
filter. Panel (b) shows the same signal with noise added.

cially the latter smooth out by applying the low-pass filter.The experimental pulses all show this

retarded signal rise. In the course of the simulation development it was carefully inspected if the

symptom actually arises from electronic signal transmission or already from charge transport

in the crystal. Imaginable reasons for the latter case include deformations of the local electron

mobility or the electric field in the near anode region. Thesemight be due to surface effects or

to the metal-semiconductor junctions. The results from field simulations show that such effects

are far too short-ranged to possibly affect the pulse shapes, see section 4.3 in the previous chap-

ter. Furthermore, pulses from the COBRA demonstrator were considered which were injected

by the pulse generator. Like real detector signals, the injected pulses pass all elements of the

readout chain. The same smooth transition to the post-baseline was observed, so the theory of

an intrinsic crystal effect is most widely ruled out. Thus the reason for the slow riseoriginates

from the electronic signal transmission and is most likely due to internal resistances and capac-

itances, see section 5.1.4. The chosen rise time of 35 ns was observed to be at the typical order

of τrise values to fit experimental signals.

As explained above, it is possible to add noise to the simulated signal. Figure 5.6 (b) shows the

filtered signal from panel (a) with the noise option chosen. The result resembles pretty much

the experimental pulses.

To see how accurate the simulation actually is, real events from the COBRA demonstrator were

picked and imitated by the detector simulation. No noise wasadded in order to clarify the

guideline of the pulse. The simulated and the original pulses were plotted in the same frame.

Figure 5.7 shows a typical result. The colored curves represent the experimental signals. The

simulated counterparts are depicted with black lines. The chosen event was reconstructed to be

a near cathode event with 2 783 keV of deposited energyEdep. The detector parameters match

those in table 5.1. Since the output amplitude has arbitraryunits, all simulated pulses were

scaled w.r.t. the height of the CA signals.

The outcome has high agreement with the original pulses, especially from the point of CA

and NCA signal divergence at sample #120 onwards. Striking features are the relative signal
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Figure 5.7: Simulated compared to experimental pulses withEdep = 2 783 keV. No noise was added for the sake
of clarity. The colored curves represent the experimental signals. The simulated counterparts are depicted in black
lines. All simulated pulses were scaled w.r.t. the pulse height of the CA signals. The straight slopes diverge
between simulated and experimental signals.

height at this point, the subsequent curve bending and the fact that both NCA signals end up

on the same post-baseline. A deviation occurs however in thesteepness of the slope in the first

part of the pulse and thus also in its length. The slow rise of the simulated signals can have

several reasons, and most probably a mixture of those is applicable. It might for instance be

that the assumed electron mobility is too low. It was presumed that the CZT composition is

Cd0.9Zn0.1Te, but as can be concluded from the comparison of CZT and CdTein table 3.2,µe

is affected by the admixture of Zn. The actual Zn content in a detector is only vaguely known

and can differ by up to 50 %. Another reason is the implemented detector size of (1.09× 1.09×
1.09) cm3. It is very likely that the detector in question is smaller and shows a steeper slope in

the weighting potential.

An easy way to account for this mismatch was to artificially incrementµe. A new simulation for

the same event was carried out, now with an adapted electron mobility of 1.4 · µe. The factor of

1.4 was only used to demonstrate which aspect of the simulation is responsible for the mismatch

between simulated and measured pulse. In the later analyses, no adjustments of the mobility

were made. The adaptation results in the pulses depicted in figure 5.8. Besides a large scale

view in panel (a), a close-up of the region around CA and NCA signal divergence is shown in

panel (b). Simulated and experimental signals are in very good agreement now and when noise

was added to the simulation it would in fact be hard to tell them apart by eye.

The simulation was repeated for different events. The results all proved satisfactory, one of

which is shown in figure 5.9. Although at a highly different energy ofEdep = 255 keV, the

curves are still in accordance. Two things can be learned from that. First and foremost, the

detector simulation returns pulses of great accuracy throughout the important energy range be-

tween 0 and 3 MeV. Furthermore, the adapted parametersτrise, τ f all and the counterbalancing

incremented electron mobility appear to be invariant for different energies and interaction depths
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Figure 5.8: Simulated compared to experimental pulses withEdep = 2 783 keV.µe was multiplied by a factor of
1.4 to reach an optimal fit. A close-up of the divergent regionis shown in panel (b).

in one particular detector. For the discussed long slope this means that it can be assumed to be

a systematic but constant error. It should be mentioned thatpulses with a manipulatedµe can

be used for pulse shape analysis only to a limited extent, since features like e.g. the rise of

the difference signal might be distorted. If the slope itself for a specific detector should be the

feature of interest, the weighting potential would have to be recalculated.

Another aspect to test the quality of the detector simulation is the study of lateral surface events.

In section 4.1.2 it was described how deformations of the weighting potential towards the lateral

surfaces lead to a dipping of the difference pulse below the pre-baseline level (DIP event) or

to an early rise phase (ERT (= early rise time) event) before rising sharply toward the post-

baseline. The behavior is distinctive for an event on an NCA or CA detector side, respectively.

Both features are reproduced by the simulation as can be seenin figures 5.10 (a) and (b).

5.2.2 Energy Resolution

The detector simulation was used to determine a theoreticalenergy resolution. For real detec-

tors, a common method is to measure the width of the 662 keV photopeak from the transition

137Cs
β−

−→ 137mBa
γ
−→ 137Ba . (5.20)

Correspondingly, a137Cs source was simulated with VENOM. The detector parametersneeded

as input were chosen in accordance with specific detectors from the demonstrator setup which

can be identified by their layer number and position. For the chosen detectors, pulses were sim-

ulated for 50 000 events. From these, the deposited energieswere calculated. A reconstructed

energy spectrum can be seen in the right panel of figure 5.11, together with the discrete en-

ergy distribution obtained from the VENOM simulation in theleft one. The energy resolution
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Figure 5.9: Simulated compared to experimental pulses withEdep= 255 keV.µe was multiplied by a factor of 1.4
to reach an optimal fit. A close-up of the divergent region is shown in panel (b).τrise andτ f all seem not to vary for
different energies.
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Figure 5.10: Simulated pulses for lateral side events. The characteristic DIP and ERT features are reproduced well
by the simulation.
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Figure 5.11: Reconstructed energy spectrum from simulated137Cs decay in detector 7, before and after applying
the detector simulation. The FWHM of the photopeak at 662 keVwas used to determine the energy resolution of
the detector simulation. In the depicted example, the FWHM is 12 samples at peak position 623.5, leading to an
energy resolution of 1.92 %.

Table 5.2: Energy resolutions obtained from the detector simulation. Experimentally observed values were taken
from [Zat14].

Layer Position HV [V] GB [V] w ∆Eexp@662 keV [%] ∆Esim@662 keV [%]

1 5 900 60 0.90 2.65 1.93
1 6 1200 70 0.95 2.38 1.89
1 7 1200 80 0.91 3.21 1.92

was defined as the full width at half maximum (FWHM) of the photopeak divided by the peak

position. The obtained values∆Esim are presented in table 5.2 together with experimentally

observed resolutions∆Eexp.

The simulated resolutions lie between 1.89 % and 1.93 %. Theyare very close to each other and

in fact not far from the experimental values, coming from therange between 2.38 % and 3.21 %

and thus being a little higher than in the simulation. The relative ordering, however, is not

reproduced: A better simulated resolution is not necessarily correlated with a better behavior in

the laboratory. It can be concluded that the actual resolution is influenced strongly by individual

crystal defects and inhomogeneities that are not explicitly part of the simulation. These tend to

interfere charge transport and lead to a worse resolution.

5.3 Discussion

The presented detector simulation has proven to be a functional tool to produce realistic pulse

shapes. It was designed from the perspectives of accuracy, speed and flexibility. The electric

field predefined by the electrode biases was considered static. In terms of an acceptable process-



5.3. Discussion 73

ing time, the stepwise numerical solution of a differential equation to describe charge transport

phenomena was prohibitive. An approximation was used in form of an analytical description.

Thus, the charge cloud was treated as a whole instead of calculating the direct impact of neigh-

boring spots of energy deposition on each other. An alternative approach was to solve an adjoint

carrier continuity equation, as described in [Pre99]. A further compromise was made in order to

keep things flexible. Since all COBRA detectors are operatedwith individual voltage settings, a

simplified electric field distribution was assumed, so that the electronic potential does not have

to be simulated every so often but can easily be adjusted.

The adaptability and the consideration of all major charge transport aspects open up a wide

range of applications. Pulses are calculated from arbitrary initial energy distributions which

can previously be generated with the VENOM framework. Also the lateral side features DIP

and ERT are taken into account. This allows for efficiency calculations for cuts based on pulse

shapes, e.g. the alpha cut which will be presented in the following chapter, or the multi-site

event cut.

While charge carrier trapping has been considered, detrapping has not. If it should turn out that

the detrapping times are in fact considerably shorter than formerly expected, it is straightforward

to implement an equivalent line in the code. The density of carrier traps was assumed to be

constant. A decreasing trapping time towards the crystal surfaces would lead to a more realistic

treatment.

An aspect that has been ignored so far is the possible loss of charge carriers in dead detector

layers and charge sharing between CA and NCA. For a consideration the simplified assumption

of a constant electric field in the crystal has to be replaced by appropriate field simulations.

These can be produced for example with the COMSOL Multiphysics software, which allows

for the consideration of boundary effects and junctions. For every point along the carrier track

the components of the velocity vector can then be calculatedin accordance with the field vec-

tor at the current location. The basic procedure was successfully tested with COMSOL fields

throughout the simulation development.

Another possible reason for charge loss is the lateral extension of charge clouds due to ther-

mal diffusion and electrostatic repulsion, which has not been implemented yet. So far, only the

spread in drift direction is considered by a variation of thecarrier velocities. As for the move-

ment inz direction, also the lateral components can be varied to meetthe desired extension of

the cloud.
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Chapter 6

Development of an Alpha Discrimination

Cut

Towards a large-scale COBRA setup, background reduction isthe most crucial issue in reaching

the desired half-life sensitivity. As pointed out in section 3.2, it is mostly alphas from primordial

decay chains that penetrate the detectors – thus their removal would mean a large step forward

for the experiment. So far, the identification of incident particles is very limited. It is possible,

for instance, to use pulse shape analyses to recognize multi-site events, which originate most

likely from γ-interactions. The only way to vaguely recognize alpha induced events is to assign

them to striking features in the energetic spectrum or the spatial event distribution.

A more efficient alpha discrimination has to be built on a characteristic of the alpha detection.

The size of the generated charge carrier cloud is such an outstanding property. In section 4.2.1 it

was demonstrated that alphas with energies up to several MeVdo not travel further than 10µm

in CZT, while betas cover up to mm distances. This should leadto an extended charge collection

time for betas and could in principle be visible in the pulse shape.

Unfortunately, the initial difference in cloud size is counteracted by drift effects. Thermal dif-

fusion and electrostatic repulsion account for the fact that during the drift clouds from alphas

and betas become more and more alike. In section 5.1.2, it wasdepicted how alpha clouds can

gain more than one magnitude in radius on their way to the anodes. On the basis of simulated

particle ranges for alphas and betas in CZT (see section 4.2.1) and the analytic approximation

for the cloud extension due to electrostatic repulsion given by equation (4.24), the cloud radius

after maximum drift time was plotted for alphas and betas as afunction of the particle energy.

Thermal diffusion was not taken into account, but as figured out in section5.1.2, electrostatic

repulsion is the dominant drift effect for the considered energies and drift times. The plot is

shown in figure 6.1. A red and a blue curve represent alpha and beta radii, respectively. For

low energies, both curves run alongside each other and only at several hundred keV they drift

apart. The radius uncertainties, taking into account the RMS values of the initial radius dis-

tributions, were calculated via error propagation and are shown as light colored bands. Since

the alpha curve is dominated by the drift effect, the error band is not visible. The beta cloud
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Figure 6.1: Cloud radius after drift plotted against particle energy. Thermal diffusion was not considered. A red
and a blue curve represent alpha and beta radii, respectively. Uncertainties, calculated from the RMS values of the
initial radius distributions, are drawn as light colored bands.

however is mainly determined by the size of the original cloud which is highly variable, see

figure 4.5. The large uncertainty band overlaps the alpha curve throughout most of the plotted

range. Conclusively, even for an ideal detector the distinction between alpha and beta clouds

would be possible only above a certain energy threshold, andthe cut efficiency is expected to

rise with the particle energy.

This chapter investigates the potential of a possible alphadiscrimination based on pulse shape

analyses. The above considerations are used to define simplecut criteria. These are then applied

to measured and simulated signals to determine cut efficiencies. In the end the results and further

measures are discussed.

6.1 Definition of Cut Parameters

For an alpha discrimination via pulse shape analysis, signal characteristics must be found and

translated into suitable parameters that can easily be compared. Afterwards, cut criteria can be

defined.

The discrimination is based on the fact that alphas leave very compressed charge clouds in the

crystal. Due to the almost immediate generation of all electron-hole pairs, and the constantly

rising weighting potential in the crystal bulk, the size of the charge cloud does not affect the

pulse shapes until the drifting electrons enter the near anode region. Figure 6.2 shows very

simple signal sketches to understand the major consequences for the pulses. In panel (a) a

constant dot-like charge distribution in the crystal is assumed, or a single electron, analogously.

The detector would give a signal featuring very sharp bends at the point of CA and NCA signal

divergence, and again at the transition into the post-baseline. For wide charge distributions, as
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(a) Dot-like charge distribution. (b) Cloud-like charge distribution.

Figure 6.2: Signal schemes for different initial charge distributions.

assumed in panel (b), the electrons start the collection phase one after the other. The resulting

signal is a superposition of single electron pulses with theshape from panel (a), shifted slightly

on the time axis according to their delayed arrivals. The sharp bends smooth out and the steep

slope towards the post-baseline gets shallower. Subsequently, the process of charge collection

takes longer and so does the signal rise.

Although the discussed properties hold also for the CA and NCA signal, only the difference sig-

nal is considered for further analyses. Since the CA and NCA curves bend in opposite direction

at the positions of interest, the studied effect should be more distinctive in the difference signal.

Its dependence on the interaction depth is lower since the constant slopes at the beginning of

CA and NCA signal cancel each other. The same principle leadsto a reduction of simultaneous

electronic signal distortions.

Considering the difference signal, three characteristic parameters can now be derived from the

given assumptions.

(1) The maximum height of the pulse derivative is a measure for the signal rise towards

the post-baseline.

(2) The full width at half-maximum (FWHM) of the pulse derivative is linked to the

duration of charge collection.

(3) The maximum height of the second pulse derivative characterizes the upward bend

of the signal.

One could argue that the minimum height of the second pulse derivative could serve as an

additional parameter, marking the transition into the post-baseline. But since this signal region

is most significantly shaped by the delayed signal rise due toreadout electronics, see section

5.2.1, the maximum height turned out the better choice.

Parameters (1) through (3) now allow to compare difference signals from known alpha and beta

events – on condition that they were acquired with the same detector, since operational settings

and individual intrinsic properties influence the values decisively. The parameters are expected
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to be correlated: The integral over the first derivative is proportional to the energy, and thus

a higher maximum value (parameter (1)) is connected with a steep rise (parameter (3)) and a

small width (parameter (2)) of the derivative.

When the signal parameters are well studied, cut criteria can be defined.

6.2 Pulse Smoothing and Differentiation

Electronic noise causes high frequent wiggling around the baseline and thus signal differentia-

tion always needs to go along with signal smoothing. In the course of this thesis, two different

smoothing techniques have been tested on their performancein alpha discrimination.

6.2.1 Mean Value Method

A simple way to smooth a pulse given by a discrete sequence (x1, x2, ..., xn) is to build a sequence

(y1, y2, ..., yn) from mean values of 2m+ 1 neighboring samples, i.e.

yi =
1

2m+ 1

i+m∑

i−m

xi , (6.1)

where the integerm controls the degree of smoothing. The derivative sequence (y′1, y
′
2, ..., y

′
n) is

given by

y′i = yi+1 − yi . (6.2)

Insertion of equation (6.1) yields

y′i =
1

2m+ 1





i+m+1∑

i−m+1

xi −
i+m∑

i−m

xi




=

1
2m+ 1

(xi+m+1 − xi−m) . (6.3)

For the analysis in this chapter,m= 2 was observed to yield satisfactory results.

6.2.2 Whittaker-Henderson Method

A more complex smoothing method is based on the attempt to usea generalized least-squares

solution to find a good balance between smoothness and precision to the measured data. Al-

though the idea goes back until the late 19th century, it is usually associated with the work

done by E.T. Whittaker [Whi23] and R. Henderson [Hen24] in the 1920s. The idea is to find a

sequence (y1, y2, ..., yn) for a measured sequence (x1, x2, ..., xn) that minimizes

λ

n∑

j=1

(xj − yj)
2 +

n−p∑

j=1

(∆pyj)
2 . (6.4)

Here,∆yj describes the forward difference
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Figure 6.3: Sample pulse to demonstrate mean value (MV) and Whittaker-Henderson (WH) smoothing.

∆yj = yj+1 − yj , where

∆2yj = ∆(∆yj) = (yj+2 − yj+1)
︸        ︷︷        ︸

∆yj+1

− (yj+1 − yj)
︸      ︷︷      ︸

∆yj

, (6.5)

and so on. The degree of smoothing is controlled by the positive real numberλ and the integer

p < n. The first sum of expression (6.4) is the least-squares term in order to stick to the original

data. Forλ → ∞, the solution is identical to the measured sequence. The second term is a

polynomial of degreep− 1, considering the deviation between neighboring sample values.

The parametersλ andp can be optimized automatically for a given measurement sequence. An

efficient algorithm to compute both the control parameters and the estimates (y1, y2, ..., yn) for

the smoothed pulse is presented in [Wei06]. The proposed implementation was adapted for the

use in C++. For differentiation, equation (6.2) was used.

Figure 6.3 demonstrates the smoothing of a difference pulse with both methods, mean value

(MV) and Whittaker-Henderson (WH). Panel (a) shows the rising part of the pulse. The smoothed

curves stay close to the original signal. A close-up of the same region is given in panel (b). Here,

the baseline noise of the original signal is visible. The fact that smoothing reduces baseline

noise while the slight DIP-feature is not lost is a sign of quality for both smoothing techniques.

The depicted first derivatives show that the degree of smoothing is higher when using the WH

method.
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Table 6.1: Detector parameters for measurements with alphaand beta sources.

HV [V] GB [V] w

1000 50 0.609

Table 6.2: Q-values of utilized alpha and beta sources [hn].

source element 239Pu 241Am 244Cm 90Sr 90Y
Q-value [MeV] 5.244 5.638 5.902 0.546 2.279

6.3 Test with Laboratory Measurements

6.3.1 Setup

The potential of the discrimination parameters was tested with data from specific laboratory

measurements. These were done by D. Gehre at TU Dresden. A (1×1×1) cm3 CZT detector of

CPG type was used with a readout chain comparable to the setupat LNGS. The applied voltages

and the weighting factor are given in table 6.1. The detectorwas in turn irradiated withα- and

β-particles from the cathode side. To cover a wider energy range, a combination of239Pu,241Am

and244Cm was used as alpha source. The opening in the sample holder served as collimator.

The beta source contained90Sr and90Y. The betas were collimated by a drill-hole in the 3 mm

thick mounting plate.

The Q-values of all source elements are shown in table 6.2. Itcan be seen that the decay energy

for the alpha sources is much higher than for the beta sources. In order to study events in the

same energy range, the alpha source was installed 4 cm away from the target. In doing so, the

alphas were slowed down by the surrounding air and the cathode before entering the fiducial

detector volume. The energies were thus shifted to better match the beta spectrum. The shift is

visible in the energy spectra depicted in figure 6.4. The betasource was placed in 6 cm distance

to the cathode. This was necessary in order to not overstrainthe DAQ system with the high

source activity of 72 kBq.

A total of 105 events was acquired for each particle type. The analyzed particle energies range

from 0 to 2 MeV.

6.3.2 Pulse Shape Analysis

For the pulse shape analysis, all acquired events with reconstructed interaction depths 0.95 <

z < 1.05 were taken into account. All other events can be considered either wrongly recon-

structed or to come from other detector areas than the cathode.

For each of the remaining events, the difference pulse was smoothed and differentiated. Then,

parameters (1) through (3) from section 6.1 were determined. Since all three parameters are

expected to show energy dependence, and, moreover, energy dependent efficiencies need to be

calculated, the events were subdivided into energy intervals of 100 keV before being filled into

ROOT histograms, so that parameter values from events within one interval share a histogram.
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Figure 6.4: Energy spectra of measurements with alpha and beta source. The alpha spectrum was shifted through
a larger distance to the target to better match the beta spectrum.
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Figure 6.5: Parameter values for events with 1.4 MeV < Edep < 1.5 MeV. The beta distributions were scaled to
make the comparison to the alphas easier. The values of parameters (1) and (3) tend to be higher for alphas than
for betas. For parameter (2) it is vice versa.

For 3 parameters and an energy range from 0 to 2 MeV this results in a total of 3×20 histograms.

The histograms for deposited energiesEdep between 1.4 MeV and 1.5 MeV are given as exam-

ples in figure 6.5. Red distributions represent alphas, bluedistributions denote betas. The beta

distributions were scaled to make the comparison to the alphas easier. Just as expected, the

values of parameters (1) and (3), defined as the maximum height of the first and second deriva-

tive, respectively, tend to be higher for alphas than for betas. For parameter (2) on the other

hand, given as the FHWM of the first derivative, it is vice versa. Nevertheless, in all cases the

distributions show a large overlap.

The next step towards a discrimination is to use the obtainedparameter distributions to define

cut values. Two approaches were adopted.

(i) Constant alpha ratio: The requirement is that all eventsfrom the median value of
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the alpha distribution onwards are treated as alpha-induced – or downwards in case

of parameter (2). This should flag 50 % of all alphas as such while a higher ratio of

betas would remain untouched.

(ii) Constant beta ratio: This approach requires a constantratio of surviving betas which

was set to 90 %. The integral over the beta distribution is built until the critical

benchmark is reached. Just as before, the direction of integration depends on the

parameter. From there on, all events are flagged as alphas. Bydoing so, more

than 10 % of the alphas should be flagged correctly, while 90 % of the betas remain

untouched.

The methods are in the following referred to as approaches (i) and (ii). The cut values for both

approaches and all considered energy intervals are depicted in figure 6.6 using the example of

MV smoothing. The error bars refer to statistical uncertainties. Parameters (1) and (3) show an

almost linear energy dependence.

Based on the cut values, cut criteria can be formulated. The simplest method is to consider

parameters (1) through (3) individually and cut off the alpha-flagged events. The percentage of

surviving events is plotted in figure 6.7 for all considered energy intervals. A distinction was

made between results from the MV and WH smoothing methods as well as for the approaches

(i) and (ii). Again, the red and blue marks belong to alphas and betas, respectively. The error

bars refer to statistical uncertainties. The uncertainties rise for betas towards higher energies

since less events are available here, compare figure 6.4.

Panels (a) and (b) show the results for the requirement of a constant alpha ratio (approach (i)).

Accordingly, the alpha ratios fluctuate around 50 %. At the same time, the amount of surviving

betas is higher for almost every energy interval. Furthermore, the beta ratios rise with particle

energy. Near 2 MeV, they exceed the alpha values by about 30 percentage points.

Irregularities arise for parameter (2). Occasionally, thealpha and beta ratios show an immediate

rise or drop-off. This happens simultaneously and in correlation with changes in the cut value.

The reason is that the FWHM values were determined to be integers. As can be seen in figure

6.5, they are distributed over a small range, so that a changein the cut value can have a large

impact on the amount of affected events. A more consistent result could be achieved with a

more complex method to determine the FWHM, e.g. a Gaussian fitto the signal derivative.

For parameters (1) and (3), the comparison between the two smoothing methods shows only

minor differences. The different patterns at parameter (2) are again due to the rough binning

during the parameter determination.

The results for a constant beta ratio (approach (ii)) are depicted in panels (c) and (d). While

the relative amount of surviving betas is held at about 90 %, the alpha ratio starts to decrease

around 1 MeV. Near 2 MeV it has dropped to values between 50 % and 70 %. Immediate drops

and rises can again be observed for parameter (2).
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(a) MV smoothing, approach (i): constant alpha ratio of 50 %.
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(b) MV smoothing, approach (ii): constant beta ratio of 90 %.

Figure 6.6: Cut values for the considered energy intervals.Parameters (1) and (3) show an almost linear energy
dependence. The error bars refer to statistical uncertainties.
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(a) MV smoothing, approach (i): constant alpha ratio of 50 %,single parameter cuts.
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(b) WH smoothing, approach (i): constant alpha ratio of 50 %,single parameter cuts.
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(c) MV smoothing, approach (ii): constant beta ratio of 90 %,single parameter cuts.
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(d) WH smoothing, approach (ii): constant beta ratio of 90 %,single parameter cuts.

Figure 6.7: Results of alpha discrimination with laboratory measurements. The plots show the percentage of
surviving events after the cut for all considered energy intervals. The cut parameters were considered individually.
The error bars refer to statistical uncertainties.
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Another strategy to define cut criteria is the combination ofdifferent parameters. The following

cuts were built on the conditions that for the survival of an event at least 1, 2, or even all 3

parameters must hint at an incident beta. The results are depicted in figure 6.8. The histograms

are titledcombine cuts 1through3, respectively. Case (a) is based on MV smoothing and

demands a constant alpha ratio (approach (i)). The first two cut combinations are more cautious

than the third, by which the alphas can be reduced to about 20 %, while up to 60 % of the

betas survive. For WH smoothing, case (b), the pattern is less steady due to the fluctuations in

connection with parameter (2). Nevertheless, with the third cut combination about 70 % betas

survive compared to only about 35 % alphas at high energies.

The cuts with a constant beta ratio (approach (ii)) yielded very similar results for MV (c) and

WH (d) smoothing. Here, the most radical cut eliminates only20 – 30 % of all betas but three

times as much alphas near 2 MeV.

The correlation between the three parameters can be visualized with scatter plots in which the

values for different parameters are drawn against each other. Figure 6.9 shows such plots for

events with 1.4 MeV < Edep< 1.5 MeV. The correlations appear as diagonal structures.

So far, cut values that were determined for a given energy interval were considered constant.

It might be beneficial to use dynamic cuts in the plotted dimensions in order to achieve better

results. The cuts applied so far would correspond to horizontal and vertical lines in the plots.

For a dynamic cut, the alpha and beta populations should split in a way that they might be

separated any better by alternative lines, e.g. a diagonal.Such features could not be observed.

Therefore the issue of dynamic cuts was not investigated anyfurther.

6.3.3 Discussion

The investigation of cathode events holds valuable information about the potential of alpha dis-

crimination. Since the charge clouds from alphas and betas approach in size for the time of their

drift, the cathode marks the point of minimum distinctness.If successful here, the discrimina-

tion should work anywhere else in the crystal and is expectedto be even more powerful for

shorter drift times. Longer drift times occur, if the distance between cathode and anode plane is

larger than in the utilized detector, which is the case for the quad grid detectors under investi-

gation for a large-scale setup. It has to be investigated howthe cuts perform for cathode events

from the quad grid type. However, considering the time development of cloud sizes depicted in

figure 5.3 it can be expected that the probability for a discrimination for after 1.5µs of drift is

not considerably less likely than after 1µs.

One could argue that the discrimination took advantage of the orientation of the beta radiation

parallel to the drift direction. Instead, it could be shown with MC methods in section 4.2.1

that the initial flight direction does not have much impact onthe spatial extension of the actual

charge cloud.

The relative amount of surviving betas can be interpreted ascut efficiency. The amount of
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(a) MV smoothing, approach (i): constant alpha ratio of 50 %,combined parameter cuts.
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(b) WH smoothing, approach (i): constant alpha ratio of 50 %,combined parameter cuts.
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(c) MV smoothing, approach (ii): constant beta ratio of 90 %,combined parameter cuts.
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(d) WH smoothing, approach (ii): constant beta ratio of 90 %,combined parameter cuts.

Figure 6.8: Results of alpha discrimination, this time withcombined parameters. The plots show the percentage of
surviving events after the cut for all considered energy intervals. The error bars refer to statistical uncertainties.
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Figure 6.9: Values for different parameters plotted against each other. The example for energies between 1.4 MeV
and 1.5 MeV shows that the parameters are slightly correlated. The vertical (horizontal) structure in the first (third)
plot is due to the binning of parameter (2).

surviving alphas is defined as cut impurity. In comparison, these quantities are a measure for

the quality of the cuts. In the considered cases, the efficiencies exceed the impurities. From a

certain energy on, the ability to distinguish between alphas and betas rises with particle energy,

which fits the expected behaviour according to which the clouds are very similar in size for low

energies.

The results of the pulse shape analysis are a clear indication that events can in principle be

distinguished by means of their cloud size. It can be concluded from figure 6.1 that an absolute

distinction between alphas and betas is not possible for cathode events due to the wide spread

cloud sizes for betas. In this regard, the achieved results are even more convincing.

As the ROI for the116Cd decay is around 2.8 MeV, efficiencies and impurities for higher en-

ergetic particles would be instructive. Unfortunately, itis not easy to get betas with energies

above 2 MeV for use in the laboratory and thus such measurements are not applicable.

To test if alphas can in fact be better distinguished at lowerinteraction depths, scan measure-

ments with alphas and betas at the lateral detector sides arein preparation at TU Dortmund. The

bulk region is experimentally hard to access due to the shortpenetration depths of alphas and

betas.

The studies were carried out for both MV and WH smoothed pulses. None of the methods

proved significantly more successful than the other. Thus, only the MV method was used for

the further analysis. Nevertheless, WH smoothing returnedsatisfactory results, and should

always be considered as an option for future pulse shape analyses which are based on signal

differentiation.

6.4 Test with Simulated Data

The experimental access to cut efficiencies is limited. The detector simulation can be used to

formulate a hypothesis about the discrimination potentialbeyond 2 MeV and for detector areas
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other than the surfaces. The simulation is used to reproducethe results from measured data and

to extrapolate them to higher energies. Furthermore, the cut behavior in terms of interaction

depth is investigated. Overall efficiencies are calculated for the whole detector and for lateral

side areas only.

6.4.1 Reproduction of Laboratory Measurements

To reproduce the results from measured data, the experimental detector values from table 6.1

were passed as parameters to the detector simulation, together with a noise level determined

from pulse samples. The energy range between 0 and 3 MeV was divided into 100 keV intervals.

For every interval, 10 000 alphas and betas were simulated toenter the detector from the middle

of the cathode side. Their initial direction was set perpendicular to the electrode.

During the analysis, the same steps were performed as for themeasured data. The MV method

was used for smoothing.

The results are presented in figure 6.10 in addition to the already discussed experimental values.

Panels (a) and (b) cover the individual parameter cuts for alpha and beta ratios, respectively. The

corresponding results for parameter combinations are given in panels (c) and (d). The simulated

alpha and beta ratios were drawn with a dark red and a light blue line, respectively. Statistical

errors are below 1 % and not represented in the plots for the sake of clarity.

The first impression of the plots is a general agreement between experiment and simulation. Not

only do the associated lines lie very near to each other and are located in the same region, they

also show the same tendencies on a similar scale. The experimentally observed trend towards

a higher discrimination power at higher energies proceeds beyond 2 MeV. Deviations between

experiment and simulation are often below 5 % and rarely higher than 20 %.

A closer look also reveals discrepancies. The simulated lines fluctuate less due to higher statis-

tics. This holds especially for the sudden leaps of the parameter (2) cuts, which occur at different

energies but still in accordance with changes in the associated cut values.

The most prominent difference between experiment and simulation is located around700 keV.

The simulation shows an enhanced likelihood for discrimination by means of parameters (1) and

(3). This behavior could not be confirmed in the experiment. On the contrary, the experimental

ratios of surviving alphas and betas approach in the very same region, although this fluctuation

is small. The simulated feature discussed grows and declines over an extended energy range up

to 800 keV. A plausible explanation is a connection with the number of simulated spots of en-

ergy deposition. Other than for betas, only one spot is simulated for alphas below 800 keV (see

section 5.1.2). The detector simulation does not take into account repulsive cloud extensions in

that special case. The alpha cloud remains dot like while thebeta cloud grows towards higher

energies: A systematic error helping to distinguish the clouds. The issue should be fixed in fu-

ture versions of the detector simulation. Above 800 keV, theamount of energy spots rises fast,

providing enough spots for a suitable treatment of repulsion. Since the discussed anomaly is

constrained to low energies, the validity of further conclusions from the simulation concerning
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the ROI is not affected.

In general, this leaves three major conclusions:

(i) Disregarding the discrepancy around 700 keV, the experimental results for efficiency

and impurity are reproduced well. This is a strong attest forthe good performance

of the detector simulation.

(ii) By the same token, this cross-check emphasizes the validity of the experimental

outcome.

(iii) On the basis of argument (i), the predictions for high energies can be considered

trustworthy.

These predictions include the enhanced cut performance to higher energies. Among the indi-

vidual parameter cuts, parameter (1) with approach (ii) turned out to have the strongest discrim-

ination power with only 10 % beta loss but an alpha reduction by a factor of 5 near 3 MeV. For

parameter (2) and approach (ii), the simulation indicates only little success – although the ex-

perimental data shows a larger distance between efficiency and impurity even at lower energies.

Among the cut combinations, the third criterion returned the most striking divergence between

efficiency and impurity. Both for approaches (i) and (ii) about 70 % beta events survived in

contrast to about 15 % alphas near 3 MeV.

6.4.2 Depth Dependent Efficiency

To test the depth dependence of the cuts, efficiencies were calculated for 5 different ranges along

the interaction depth. The same energy intervals were considered as before. The initial particle

directions were distributed randomly. In practice, the cathode is the only region where cut values

for the bulk could be derived from irradiation with particles, since no DIP and ERT features arise

here. So the cut values were adopted from the previous cathode simulations and used on the

simulated pulses from the entire depth. Every calculated ratio is based on the simulation of

10 000 events. The results for the single parameter cuts are presented in figure 6.11. The two

dimensional plots used for cathode events were complemented by the dimension of interaction

depth. Within the 3D histograms, the cathode plots would appear as a step function at the

backplane of the cube at the interaction depthz = 1. The ratios of surviving alphas and betas

were plotted separately.

The constant alpha ratio of 50 % (approach(i)), which is the depicted case in panel (a), was

required for cathode events. Towards the anodes, more and more alpha events get cut off. This

holds also for betas, although the descent is weaker. Apparently, the alpha ratios are not even

constant within a fixed depth range: Near the anodes, the amount of remaining alphas decreases

with rising energy. At the same time, the rise in surviving betas towards higher energies remains

almost constant. The local peak around 700 keV persists throughout all energy ranges.

Some general remarks can also be made for the requirement of aconstant beta ratio (approach

(ii)) at the cathode, see panel (b). For all cuts, the amount of remaining events decreases towards
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(a) MV smoothing, approach (i): constant alpha ratio of 50 %,single parameter cuts.
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(b) MV smoothing, approach (ii): constant beta ratio of 90 %,single parameter cuts.
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(c) MV smoothing, approach (i): constant alpha ratio of 50 %,combined parameter cuts.
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(d) MV smoothing, approach (ii): constant beta ratio of 90 %,combined parameter cuts.

Figure 6.10: Results of alpha discrimination for cathode measurements and simulation. The plots show the per-
centage of surviving events after the cut for all consideredenergy intervals. Statistical errors of the simulation are
below 1 % and not represented in the plots.



90 Chapter 6. Development of an Alpha Discrimination Cut

the anodes, for alphas stronger than for betas, and for parameters (1) and (3) stronger than for

parameter (2). For low energies, alpha and beta ratios are almost equal. In case of parameters (1)

and (3), both drop along the energy axis until at 700 keV a valley is reached for the beta curve.

From there on, the beta ratios start to increase again while for alphas the decrease continues.

The valley is most distinctive near the anode plane. For parameter (2), the beta ratios stay

constant within a given depth range. For higher energetic alphas, a drop can be observed near

the anodes.

The respective results for the combined cuts can be seen in figure 6.12. General trends are a

ratio decrease towards the anodes and a rise with energy for betas accompanied by a decrease

for alphas. The discussed features around 700 keV show up, too.

Efficiency and impurity diverge along the depth axis for all considered cut criteria. In the

previous section it was observed that the single parameter (2) cut with approach (ii) yields only

a slight discrimination of simulated alphas. The depth dependent analysis shows that the cut

performs much better near the anodes.

It was expected that charge clouds are easier to distinguishfor lower interaction depths. Not

only do the results of the analysis support this hypothesis,they also give a quantitative im-

pression of the drift impact. Furthermore it can be assumed that the obtained cut values have

discrimination power beyond the cathode region. This is an important condition w.r.t. an actual

application in the experiment. Even more powerful cuts should be possible if the cut values

were made depth dependent. But for this, more extensive studies of clouds in bulk events – not

alone on the basis of simulated data – need to be done.

6.4.3 Overall Efficiency

To express the potential of the discrimination in a compact form, alpha and beta ratios have been

calculated for the total fiducial volume, i.e. for interaction depths 0.2 < z< 0.97. 10 000 events

were simulated in that region with randomly distributed initial direction. Their energy was set

uniformly distributed within the ROI defined asQ± σ, whereQ is the Q-value for116Cd andσ

the standard deviation. For an assumed energy resolution∆E = 2 % FWHM@Q, the standard

deviation is given by

σ =
∆E

2.355
=

0.02 · 2814 keV
2.355

= 24 keV (6.6)

[Hei14]. The results are shown in table 6.3. Here, the alpha ratio is referred to as impurityια
and the beta ratio as efficiencyεβ.

Since the intention of the discrimination is not to separatealpha events from beta but from dou-

ble beta events, the simulation was repeated for 10 000 0νββ decays of116Cd. The VENOM

simulation was carried out in combination with the softwareDECAY0 to account for peculiar-

ities in the kinematics of 0νββ decay. The resulting efficiency can also be found in table 6.3 as

εββ. εββ is generally a little lower thanεβ since the total energy is distributed among two betas
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(a) MV smoothing, approach (i): constant alpha ratio of 50 %,single parameter cuts.
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(b) MV smoothing, approach (ii): constant beta ratio of 90 %,single parameter cuts.

Figure 6.11: Results of depth dependent alpha discrimination with individual parameter cuts. The plots show the
percentage of surviving events after the cut for all considered energy intervals. Statistical errors are below 1 %.
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(a) MV smoothing, approach (i): constant alpha ratio of 50 %,combined parameter cuts.
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(b) MV smoothing, approach (ii): constant beta ratio of 90 %,combined parameter cuts.

Figure 6.12: Results of depth dependent alpha discrimination with combined parameter cuts. The plots show the
percentage of surviving events after the cut for all considered energy intervals. Statistical errors are below 1 %.
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Table 6.3: Efficiencies and gain in half-life sensitivity for the fiducial detector volume. The individual parameter
cuts are referred to as P1, P2 and P3. The combined cuts are called C1, C2 and C3.

Approach Cut ια εβ εββ GT1/2

P1 0.23 0.83 0.72 1.49± 0.21
(i): const.α ratio P2 0.31 0.71 0.70 1.26± 0.18

P3 0.28 0.84 0.75 1.41± 0.20
P1 0.19 0.78 0.67 1.56± 0.20

(ii): const.β ratio P2 0.48 0.81 0.81 1.17± 0.22
P3 0.30 0.85 0.77 1.38± 0.17

C1 0.48 0.94 0.89 1.29± 0.18
(i): const.α ratio C2 0.25 0.85 0.75 1.51± 0.21

C3 0.10 0.60 0.53 1.70± 0.24
C1 0.57 0.95 0.92 1.22± 0.17

(ii): const.β ratio C2 0.27 0.85 0.77 1.48± 0.21
C3 0.13 0.63 0.57 1.55± 0.22

that in addition produce a smaller charge cloud than a singlebeta with the total energy.

To make the different cuts comparable, a quantity must be found relating thesignal gain due to

background reduction to the simultaneous signal loss due toan efficiencyεββ < 1. A functional

and intuitive quantity is given by the half-life sensitivity T0ν
1/2 introduced in section 3.4.T0ν

1/2

is proportional to the total detection efficiencyε and inversely proportional to the square root

of the background indexB. The application of the cut would mean a factor ofεββ to the total

efficiency. If, justified by the strong alpha domination, the background is approximated to be

100 % alpha induced, the effect onB would be a factor ofια. The half-life sensitivityT0ν
1/2, cut

after the cut can therefore be approximated as

T0ν
1/2, cut ≈

εββ√
ια

T0ν
1/2 = GT1/2T

0ν
1/2 (6.7)

with the gain in half-life sensitivity defined asGT1/2 =
εββ√
ια

. GT1/2 was calculated for all cuts

and also listed in table 6.3. The uncertainty was calculatedvia error propagation and with an

assumed uncertainty of 10 % both onια andεββ. According to the results, the highest gains

can be achieved with the third cut combination, which scores1.70 at a constant alpha ratio

(approach (i)). Several other cuts exceedGT1/2 = 1.5. For both approach (i) and approach (ii),

parameter (1) and the combinations 2 and 3 are among the most powerful cuts.

It has to be emphasized that these numbers refer to an occurrence of alpha decay which was

considered uniformly distributed over the entire detector. Under this assumption, the obtained

numbers state that the sensitivity in half-life can be increased by 70 % by applying the alpha cut.

Actually, most of the background is known to come from the lateral surfaces. This confinement

has to be taken into account which will be done in the following section.
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6.4.4 Lateral Surface Efficiency

Alpha background at the COBRA demonstrator arises mostly from contaminations at detector

surfaces. Events at the cathode and anode side can most effectively be separated by a cut on

the interaction depth. Therefore, the performance of the alpha cut at the lateral surfaces is of

special interest.

20 000 alpha and beta events were simulated with VENOM. Theirorigin was set to be at the

lateral detector surfaces. Their initial flight direction was distributed randomly, so ca. half of

them were directed towards the detector. For these, pulses were calculated with the detector

simulation. So far, bulk events were considered. Cut valueshad to be determined from cathode

irradiation. In the case of lateral surface events, it makessense to irradiate the lateral surfaces

and use scan measurements in order to obtain depth dependentcut values. The presented simu-

lations are therefore based on this approach.

Impurity, efficiency and gain in half-life sensitivity were calculated for four different ranges

along the fiducial part of the interaction depthz, i.e. 0.2 < z < 0.97. The results for all cuts

are plotted in figure 6.13. According to expectations,GT1/2 drops towards the cathode in every

considered case.GT1/2 ranges between 1 and 1.4 almost everywhere. To make them comparable

to the overall results from the previous section, mean values were calculated and listed in table

6.4. Again, the third cut combination scores the best results with values ofGT1/2 = 1.32 (1.26)

for the third cut combination and a constant alpha (beta) ratio, but apparently, even when using

depth dependent cut values, the cut works worse near the lateral sides than in the crystal bulk.

This can be explained with the special pulse shapes of lateral surface events explained in section

4.1.2. DIP and ERT features have clear impact on the difference pulse and thus also on its

differentiations.

It has however not yet been observed to what extent the presented method removes events that

are already flagged as bad events by the LSE cut (see section 4.1.2). Thus the given numbers

have to be treated with caution.

It can be assumed that more powerful cuts are possible if the events were generally separated

into ERT- and DIP-like pulses before deriving cut values foreach class. The approach is left to

further investigation beyond this thesis.

6.5 Test with Coincidence Data

Coincidence analysis is a useful tool to identify sequenceddecays. J. Timm searched for coin-

cidences from natural decay chains within the data taken at the COBRA demonstrator [Tim15].

In connection with alpha discrimination, two of the investigated transitions from the uranium

chain are of special interest:

214Bi
β−

−→ 214Po
α−→ 210Pb and

214Bi
α−→ 210Tl

β−

−→ 210Pb .

(6.8)
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(a) MV smoothing, approach (i): constant alpha ratio of 50 %.
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(b) MV smoothing, approach (ii): constant beta ratio of 90 %.

Figure 6.13: Results of depth dependent alpha cuts at lateral surfaces.

Table 6.4: Mean values for efficiencies and gain in half-life sensitivity for the lateral surfaces.

Approach Cut ια εββ GT1/2

P1 0.50 0.76 1.09± 0.15
(i): const.α ratio P2 0.34 0.64 1.09± 0.15

P3 0.50 0.78 1.10± 0.16
P1 0.55 0.92 1.24± 0.17

(ii): const.β ratio P2 0.67 0.86 1.04± 0.15
P3 0.63 0.91 1.15± 0.16

C1 0.70 0.90 1.08± 0.15
(i): const.α ratio C2 0.49 0.76 1.09± 0.15

C3 0.15 0.51 1.32± 0.19
C1 0.85 0.98 1.07± 0.15

(ii): const.β ratio C2 0.63 0.93 1.16± 0.16
C3 0.38 0.78 1.26± 0.18
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Table 6.5: Coincidences used for pulse shape analysis [Tim15].

coincidence start event stop event half-life of stop event
214Bi - 214Po β: E < 3.3 MeV α: 7.7 MeV 164µs
214Bi - 208Tl α: 6 MeV β: E < 1.8 MeV 180 s

Table 6.6: Energy and time windows used for coincidence search [Tim15].

coincidence start energy window stop energy window time window
214Bi - 214Po 0.3 MeV < E < 1.5 MeV 7.45 MeV< E < 8.4 MeV t < 1.6 ms
214Bi - 208Tl 6.1 MeV < E < 6.4 MeV 0.3 MeV < E < 1.8 MeV t < 915.9 s

Both contain an alpha and a beta decay and both happen near to each other in the detector.

This provides the rare opportunity to compare alpha and betapulses not only from side but also

from bulk events. The first decay in the sequence is searched for within a well-defined energy

window. It serves as trigger for the search for the second decay, which has to follow within a

certain time and energy window. The decay energies and half-lives are given in table 6.5. The

used time and energy windows follow in table 6.6.

23 coincidences of the214Bi - 214Po type and 35 coincidences of the214Bi - 208Tl type could be

found within 134.9 kg· days of data. Their pulses were analyzed to determine parameters (1)

through (3). Other than for the measurements from section 6.3, the energies from the coincident

alphas and betas differ significantly. Although an unorthodox approach, parameters (1) and (3)

from alpha events, which are known to be linearly dependent on the energy, were scaled to

make them comparable to betas. Parameter (2) was determinedwithout adaptation since here

only minor energy dependence is expected. The resulting values were filled into scatter plots,

comparing the parameters in pairs. Figure 6.14 shows the plots for all 214Bi - 208Tl type bulk

events, i.e. below an interaction depth of 0.9. Alphas and betas are represented by red and blue

marks, respectively.

It might impress at first sight that the alphas and betas are indeed distributed in distinct clouds

– even with the event pairs coming from many detectors with different characteristics and volt-

ages. However, their constellation is not the intended one.For a discrimination, parameter (1)

and (3) should be higher for alphas than for betas. For parameter (2) it should be the other

way round. A constellation in the described way would have been a strong indication that a

discrimination is possible for events of similar energy. But apparently the alpha clouds at the

considered energies exceed the beta clouds in size due to thelarge energy difference between

alphas and betas.

6.6 Discussion

The cut criteria tested in the analysis proved to hold potential for an alpha discrimination at

the COBRA experiment. The studies provide the important finding that pulse shape analysis

enables event discrimination by means of cloud sizes although the applied cuts were chosen to
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Figure 6.14: Scatter plots with cut parameters obtained from the analysis of coincident event pairs. The plots show
all coincident events from the214Bi - 208Tl type which have an interaction depth below 0.9.

be static and simple. This opens up opportunities for a variety of future studies.

Known alpha peaks in the energy spectrum can be used as enriched samples in order to deter-

mine cut values. It could be insightful to see how the whole spectral shape would react on such

a cut. Another interesting aspect could be the study of pulseshapes from double escape events.

These can occur subsequent to pair production processes when the emitted positron gets caught

by an electron in the detector material and the subsequent annihilation photons escape the de-

tector. The charge clouds generated by the initially produced electron and positron pair are the

only contribution to the detector pulse which should in principle be very close to a double beta

signal.

So far, the cut values for measured data were obtained experimentally. It is not possible to

simply adopt values from the detector simulation. It might be possible to do so in the future,

when further development of the simulation allows for the determination of absolute cut values.

Thinking of circa 10 000 detectors in a large-scale setup, such a possibility could save a high

amount of effort.

From the experimental point of view, the irradiation measurements at the cathode have to be re-

peated with different detectors to study the dependence of cut parameters and cut performance

on intrinsic detector characteristics. Since the drift time proved a crucial factor for a successful

discrimination, other HV settings should also be tested. A high bias should make the carriers

faster. It might be useful to choose the working point for HV and GB not only w.r.t. energy

resolution but to optimize it by means of alpha discriminability. Furthermore, scan measure-

ments with alphas and betas on the lateral detector sides should be done and analyzed in terms

of the developed pulse parameters. This could lead to a better understanding of charge drift and

improve the cut methods.

The discrimination was studied with the (1× 1 × 1) cm3 single grid detector type currently in

use at the demonstrator. For a large-scale COBRA setup, (2× 2× 1.5) cm3 quad-grid detectors

are favored. Since it was shown that a longer drift diminishes the cut performance, the distance

between cathode and anode plane of now 1.5 cm is expected to not be negligible. The cathode

measurements and simulations presented in this chapter should be repeated with the larger quad-
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grid detectors.

In the long term, the studies lay the foundation for a more complex multivariate analysis using

neural networks. Nonetheless, one has to bear in mind that discrimination is only possible if

the clouds are actually different when collected, delineating in a way the limiting factor of the

method.

The alternative to an alpha discrimination is the reductionof surface events. Up to a certain

degree, this is possible with the already used LSE cut. A further analytic approach worth inves-

tigation is theA
E criterion used at the GERDA experiment, where the amplitudeA of the current

pulse, corresponding to the first derivative of the COBRA difference pulse, is divided by the

energyE and plotted againstE to display pulse features.

It should also be tested both from the experimental side and with simulations if charge clouds

from lateral side events can be prevented from being collected at the anodes by modifications

of the electric field. These could be due to changes in the anode grid design or to the contacting

of the already present guard ring.



Chapter 7

Conclusion and Outlook

The aim of this thesis was to study if and to what extent alpha events in CZT CPG detectors

can be discriminated by means of pulse shape analysis. The small size of their charge cloud

is the key property for this approach. On the basis of detailed studies regarding formation and

transport of charge clouds as well as signal generation, relevant parameters for comparison

were defined. Several static cuts were developed and tested on their discrimination power.

Measurements of cathode irradiation of a (1× 1 × 1) cm3 detector with alphas and betas up to

2 MeV were analyzed and revealed that large parts of the events were in fact distinguishable. It

was possible to reduce the alphas to 20 % while nearly 60 % betas survived for 2 MeV particles.

This can be regarded as a measurable success. Furthermore, the behavior of cut efficiency and

impurity indicates that all cuts perform even better for higher energies including the COBRA

ROI. This impression was substantiated by detector simulations. These also confirmed the

hypothesis that the discrimination of cathode events is complicated by drift effects and will be

more successful near the anodes.

Even though on the one hand a total separation between alpha and beta events was not achieved,

the studies show on the other hand that due to high fluctuations of initial cloud sizes for betas

and strong electrostatic repulsion for alphas the cloud sizes partially share the same range. From

this point of view, the conclusion must be rephrased: The tested methods did not reach a full

distinction between alphas and betas, but nevertheless they seem to be quite sensitive to the

size of charge clouds. Future analysis methods within and beyond the COBRA experiment can

benefit from this important finding.

Assuming a uniformly distributed alpha contamination, thedetector simulation predicted that

COBRA can increase its half-life sensitivity by (70± 24) % by using the developed cuts. The

applied cut values were determined from cathode events. It is expected that depth dependent

cut values will yield even better results.

For a pure surface contamination, the gain is (32±19) %. At the moment however, an application

in the running experiment is impracticable. The cut values have to be derived individually for

each detector from irradiation measurements which cannot be done inside the current shielding.

For detectors to be installed in the future, it is advisable to perform preliminary studies.
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In any case, the subject of alpha discrimination is worth further investigation. This includes

scan measurements with alphas and betas at the lateral surfaces. An important aspect is the cut

performance in the larger quad-grid detectors. It has to be investigated how the discrimination

works for longer drift times. The performed studies are the basis for a more complex multivari-

ate analysis using neural networks.

The detector simulation which was further developed in the course of this thesis turned out to

be an important spin-off tool with applications far beyond the described alpha discrimination.

Drift effects and impact of electronics were considered, being important steps towards a realis-

tic pulse simulation. Simulations of the electric field werecarried out and used to estimate the

impact of surfaces and junctions. The detector simulation was used to reproduce the cathode

measurements and returned accurate results that resembledvery much the experimental out-

come. This underlines the quality of the device. Apart from the application in terms of alpha

discrimination, the detector simulation has a great significance for the COBRA experiment. It

can be manifoldly used, e.g. for pulse studies and efficiency calculation – as already done to

calculate COBRA limits on 0νββ half-lives [Q+15].

Energy resolutions were calculated from simulated pulses.For different detectors, the detector

simulation produced resolutions between 1.89 and 1.93 %@662 keV compared to experimen-

tal values between 2.38 and 3.21 %@662 keV. The deviation canbe explained with individual

crystal defects which are not part of the simulation.

Possible improvements of the simulation include the implementation of an enhanced density of

trapping centers towards all detector surfaces and the lateral extension of drifting charge clouds,

allowing for charge to get lost by crossing a surface. In the future, it will be important to adapt

the detector simulation to a quad-grid detector design. In principle, this is a solvable task. The

weighting potential has to be recalculated with COMSOL Multiphysics and changes have to be

made in the hard-coded detector geometry within the source code.

An improved detector simulation could become of great importance for the alpha discrimi-

nation: If the simulation can be used to determine the cut values, a considerable amount of

measurement time and effort can be saved in a large-scale COBRA setup.



Appendix A

Natural Decay Chains



102 Appendix A. Natural Decay Chains

Table A.1: Overview on the uranium decay chain [W. 07]. Half-lives and Q-values are given for all decay stages.
Branching ratios and emission probabilities are written inbrackets behind the Q-value.

half-life isotope α-decay β-decay γ-decay

decay energy [MeV] energy [MeV] energy [keV]

(branch [%]) (branch [%]) (branch [%]) (emiss. prob. [%])

4,468· 109 y 238
92 U α: 4,197 (77)

100↓ α α: 4,147 (23) γ: 49,55 (0,062)

24,1 d 234
90 Th β: 0,199 (72,5) γ: 92,37 (2,42)

100↓ β β: 0,104 (17,8) γ: 63,28 (4,1)

β: 0,060 (7,1) γ: 92,79 (2,39)

1,175m 234m
91 Pa β: 2,29 (98,4)

100↓ β β: 1,53 (0,62) γ: 766,37 (0,316)

β: 1,25 (0,74) γ: 1001,03 (0,839)

2,45· 105 y 234
92 U α: 4,775 (72,5)

100↓ α α: 4,723 (27,5) γ: 53,20 (0,123)

7,538· 104 y 230
90 Th α: 4,688 (76,3)

100↓ α α: 4,621 (23,4) γ: 67,67 (0,38)

1600 y 226
88 Ra α: 4,784 (94,5)

100↓ α α: 4,601 (5,55) γ: 186,10 (3,51)

3,8235d 222
86 Rn α: 5,490 (99,9)

100↓ α α: 4,987 (0,08)

3,05 m 218
84 Po α: 6,002 (100)

0,018 99,98

βւց α

∼2 s 218
85 At 214

82 Pb β: 0,73 (40,5) γ: 295,21 (18,15)

26,8 m αցւ β γ: 241,98 (7,12)

β: 0,67 (46) γ: 351,92 (35,1)

19,9 m 214
83 Bi β: 3,275 (19,9) γ: 609,32 (44,6)

0,021 99,979 β: 1,88 (7,18) γ: 768,36 (4,76)

αւց β β: (17,5) γ: 1120,29 (14,7)

β: (8,26) γ: 1238,11 (5,78)

β: 1,51 (16,9) γ: 1764,49 (15,1)

β: 1,02 (16,9) γ: 2204,21 (4,98)

1,3 m 210
81 Tl 214

84 Po α: 7,687 (100)

164,3µs βցւ α

22,3 y 210
82 Pb β: 0,063 (19)

∼100↓ β β: 0,017 (81) γ: 46,54 (4,24)

5,013d 210
83 Bi β: 1,161 (99)

∼100↓ β
138,4d 210

84 Po α: 5,305 (99)

100↓ α
stable 206

82 Pb
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Table A.2: Overview on the thorium decay chain [W. 07]. Half-lives and Q-values are given for all decay stages.
Branching ratios and emission probabilities are written inbrackets behind the Q-value.

half-life isotope α-decay β-decay γ-decay

decay energy [MeV] energy [MeV] energy [keV]

(branch [%]) (branch [%]) (branch [%]) (emiss. prob. [%])

232
90 Th

1,405·1010y 100↓ α α: 4,012 (77,9)

α: 3,954 (22,1) γ: 63,81 (0,27)
228
88 Ra

5,75 y 100↓ β β: 0,039 (60)

β: 0,015 (40)
228
89 Ac

6,15 h 100↓ β β: 2,18 (10) γ: 338,32 (11,3)

β: 1,70 (11,6) γ: 968,97 (16,2)

β: 1,11 (31,0) γ: 911,21 (26,6)
228
90 Th

1,9131 y 100↓ α α: 5,423 (71,1)

α: 5,340 (28,2) γ: 84,37 (1,22)

α: 5,221 (0,44) γ: 215,99 (0,28)
224
88 Ra

3,664 d 100↓ α α: 5,685 (94,9)

α: 5,449 (5,1) γ: 240,99 (4,1)
220
86 Rn

55,6 s 100↓ α α: 6,288 (99,9)

α: 5,747 (0,11) γ: 549,73 (0,11)
216
84 Po

0,145 s 100↓ α α: 6,778 (100)
212
82 Pb

10,64 h 100↓ β β: 0,569 (12) γ: 300,09 (3,25)

β: 0,331 (83) γ: 238,63 (43,5)

β: 0,159 (5)
212
83 Bi

60,55 m 35,94 64,06

αւց β α: 6,089 (27,1) β: 2,248 (86,6) γ: 1620,74 (1,5)

α: 6,050 (69,9) β: 1,521 (6,8) γ: 727,33 (6,7)
208
81 Tl 212

84 Po
3,053 m βց ւ α α: 8,785 (100)

0,298µs β: 1,80 (51) γ: 583,19 (30,6)

β: 1,52 (21,7) γ: 860,56 (4,5)

β: 1,29 (22,8) γ: 511,77 (8,2)

β: 1,52 (3,1) γ: 2614,53 (35,8)

stable 208
82 Pb
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Appendix B

Software

The following paragraphs briefly describe the software tools used for analysis and simulation

in the course of the present thesis.

ROOT

ROOT is a modular scientific software framework based on the programming language C++

[httd]. It was developed at CERN and is appropriate for the processing, analysis, visualization

and storage of huge data volumes. All histograms and graphs created in the course of this thesis

were made with ROOT.

Geant4

The Geant41 framework uses Monte Carlo (MC) methods to simulate the passage and transport

of particles through matter [httc]. Various models and parameter lists are considered and allow

to implement the respective detector materials and geometries. The object-orientated software

is based on C++ and was developed at CERN. For the MC simulations presented in this thesis,

version 4.10.0 was used.

VENOM

The simulation package VENOM was designed for the special needs within the COBRA col-

laboration. It can be used for MC simulations of semiconductor detector based double beta ex-

periments. VENOM is object-orientated and uses the methodsand models provided by Geant4.

The geometries of single detectors, the demonstrator arrayor even models of the large-scale

setup including electronics and shielding can be loaded viaGDML files.

Decay0

DECAY0 is an event generator written in FORTRAN for the simulation of particle decays

[Tre15]. It was developed to generate the initial kinematics of particles emitted especially in

1GEometryANd Tracking
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double beta processes. Within this thesis, DECAY0 was used to simulate the neutrinoless double

beta decay of116Cd. The outcome was passed to VENOM.

MAnTiCORE

MAnTiCORE2 is a processing tool written in C++ and based on ROOT. It was designed for

COBRA and is used to determine e.g. deposited energy and interaction depth from the raw

data. MAnTiCORE is also used to flag and reject background andunphysical events. A doc-

umentation can be found in [Zat14]. For the pulse shape analysis presented in this thesis, the

code was adapted to determine additional information such as extrema of signal derivatives.

COMSOL Multiphysics

COMSOL Multiphysics is a commercial software for the simulation and analysis of physical

phenomena in applications [hm]. Coupled problems and physical equations are solved based

on the finite element method. For this thesis, version 5.0 wasused together with the modules

AC/DC andSemiconductorto simulate the weighting potential and the electric potential inside

the detector.

2Multiple AnalysisToolkit for theCOBRA Experiment
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