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Motivation
! New light sources put focus on time-dependent, 

nonperturbative  dynamics - a fundamental problem 
! Valence shell dynamics induced by intense femtosecond 

infrared pulses 
! ‘Inner’ shell dynamics induced by XUV attosecond 

pulses 
! Observables are often associated with processes like 

ionization, break-up, high-order harmonics generation, 
transient absorption spectroscopy. Continua 

! Much insight has been obtained by the single-active 
electron approximation, but a range of processes involve 
correlation 



Motivation

! Direct solution of TDSE limited to very few particles 
! Approximate solutions necessary for systems beyond H, 

He, and H2 
! Numerous approaches in the literature (TDHF, TDCIS, 

MCTDHF, TDCC, OATDCC, TD-R matrix,…TD-
CASSCF) 

! TD-R matrix and TDCIS have found most applications 



Approach in Aarhus 

! Study quantum chemistry methods  
! Extend appropriate quantum chemistry methods to the 

time-domain 
! We have so far identified two avenues which appear 

promising for our purposes



Approach in Aarhus
! Time-dependent restricted-active-space self-consistent-

field (TD-RASSCF) method (Haruhide Miyagi, Wenliang 
Li) 
!
!

! Time-dependent generalized-active-space configuration- 
interaction (TD-GASCI) method (Sebastian Bauch, 
Lasse Kragh Sørensen, Lun Yue)
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I. TD-GASCI

! Theory part 
" Idea of GAS/RAS 
" Basis set for photoionization (continuum involved) 

! Numerical examples 
" 1D model system: “He” and “Be” 
" 3D systems 

! Conclusions



Configuration Interaction
Expand the wave function 
!
!
with Slater determinants constructed from single-particle 
spin-orbitals 
!
with matrix elements 
!
!
Full-CI basis size:  
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2

X

ijkl

wijklh�I |â†i â†kâj âl|i�J i (9)
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GASCI

! The increase in basis with Ne and Nb is the “curse of  
dimensionality” 

! To decrease the basis size we invoke the GAS/RAS 
scheme from quantum chemistry



GASCI

  

Outline

Introduction Theory Experiment Conclusions

Theory: Restricted-Active-Space CI

Introduction Application Conclusions

J. Olsen et al., J. Chem. Phys. 89 2185 (1988); D. Hochstuhl, M. Bonitz, Phys. Rev. A 86 053424 (2012)

P4

P3

P1

P2

Adopt ideas from quantum chemistry [1]

TD version developed by D. Hochstuhl et al. [2]

Similar to Haru's method with time-independent basis

1.Partition single-particle basis into nr parts

Construction of RAS wave function

Theory

3

!
Construction of GAS wave function 
" Partition single-particle basis into nr  
parts 
" Impose restrictions on the particle 
numbers in the different parts (if, e.g., the  
core P1 is frozen N1 = 2, if single  
excitation out of P1 is allowed N1=2,1)  
" Construct configurations in subspace  
Pi 
!
!
!
!
!
!



GAS: Example: N1=2, N2=4, N3=(2,1), 
N4=0,1:
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†
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Theory: Restricted-Active-Space CI

Introduction Application Conclusions

J. Olsen et al., J. Chem. Phys. 89 2185 (1988); D. Hochstuhl, M. Bonitz, Phys. Rev. A 86 053424 (2012)

P4

P3

P1

P2

Adopt ideas from quantum chemistry [1]

TD version developed by D. Hochstuhl et al. [2]

Similar to Haru's method with time-independent basis

1.Partition single-particle basis into nr parts

2. Impose restrictions on particle numbers Ni

3.Construct configurations in subspace Pi

4.Construct N-particle state

Construction of RAS wave function

Theory
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Example: GASCI for Beryllium
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Example: Restricted-Active-Space CI for Beryllium

Introduction Application Conclusions
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Continuum
states

Ground state 
configuration

N=0

N=0

N=3

Continuum
states

Single-active
Electron 

N=0,1

N=0,1

N=0,1

N=2

Continuum
states

CI singles
Fixed core

N=0,1

N=0,1

N=1,2

N=2

Continuum
states

Truncated full
CI, fixed core

N=0,1

N=1,2

Theory
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Basic adequate for continuum 
description: Finite-element DVR basis
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Finite-element DVR basis

Introduction Application Conclusions

Use Gauss-Lobatto DVR with quadrature points xi and weights wi

e.g. T.N. Rescigno and C.W. McCurdy, Phys. Rev. A 62 032706 (2000)

elements: „bridges“:

Theory
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Gauss-Lobatto DVR with quadrature points xi and weights wi

�.� �������������� ����������������� �������������� ��

which is sketched in Fig. �.�. The width of each element is of arbitrary size and
can be freely adjusted.
In each element e spanning the interval [xe, xe+1], a local basis is constructed,

where the discrete variable representation (DVR) [���] basis turns out to be very
bene�cial. It is founded on the Gaussian quadrature rule,

Z 1

�1
dx f (x) ⇡

ne

Â
i

wi f (xi) , (�.�)

with ne weights wi and points xi. Expression (�.�) integrates polynomial functions
with a degree up to 2ne � 1 exactly. The Gaussian quadrature points, xi, corre-
spond to the roots of the �rst derivative of the Legendre polynomial Pn(x) and
can be obtained by diagonalization of the associated generating coe�cient ma-
trix for the polynomials [���, ���]. Readily available routines can be found in the
literature, e.g., [���].
In the following, generalized Gauss-Lobatto (GGL) points and weights are used

to generate the local DVR basis [���]. They satisfy the constraints x1 = xe and
xne = xe+1 and can be expressed by the common points xi and weights wi accord-
ing to
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The DVR basis functions in spatial coordinate representation are the Legendre
interpolating functions,

f e
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q

xe
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q
, (�.�)

which are also known as Lobatto-shape functions [���] in our context. Through-
out, we denote di�erent elements with superscripts and basis functions within an
element with subscripts, a nomenclature used in the majority of literature.
The normalized basis functions within an element e are then given by

c

e
i (x) ⌘

f e
i (x)
q

we
i

, i = 2, . . . , ne � 1 . (�.�)



FE-DVR
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Lobatto-shape functions:

Elements:

Brigdes:

See, e.g., Rescigno and McCurdy, Phys. Rev. A 62 032706 (2000)
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To obtain a complete basis in the interval [0, x f ], bridge functions connecting ad-
jacent elements are constructed by superposition of functions from element e and
element e + 1,

c

e
ne(x) ⌘

f e
ne(x) + f e+1

1 (x)
q

we
ne + we+1

1

. (�.��)

They assure communication between neighboring cells and are essential for the
representation of extended functions and operators. Thus, the functions f e

ne and
f e+1
1 are replaced by one single function, resulting in ne � 1 basis functions for
each individual element. The case of one element e containing ne = 5 GGL
points is shown in Fig. �.�. The element functions (�.�) are con�ned to the interval
[xe, xe+1] (red curves), whereas the strongly-peaked bridge functions, one belong-
ing to e � 1 and one to e respectively, reach over two elements (blue curves). It is
easy to show utilizing the property f e

i (xg
k ) = dikdeg of the Lobatto-shape functions,

that the FE-DVR functions form an orthonormal set,

hce
i |c

f
j i = dijde f . (�.��)

All integrations are to be carried out according to the quadrature rule (�.�).
Physical boundary conditions, i.e., y(x = 0) = 0 and y(x = x f ) = 0, are

assured by removing the non-vanishing functions f 1
1 and f Ne

ne at the simulation
box edges [���]. This resembles the fact that there exists no bridging connection
to adjacent elements outside the simulation box. In total, the number of FE-DVR
basis functions is then given by

Nb = Nene � (Ne � 1)� 2 . (�.��)

�.�.� Matrix elements

Returning to Eq. (�.�), we now calculate the FE-DVR matrix elements of Ĥ,

hce
i |Ĥ|c f

j i = He f
ij . (�.��)

Advantageously, they can be precalculated analytically, which is of great numeri-
cal importance. Using expression (�.�) we obtain for the potential energy

Ve f
ij ⌘ hce

i |v̂|c
f
j i = v

�

xe
i
�

dijde f . (�.��)



FE-DVR
! Matrix elements
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Introduction Application Conclusions

Matrix elements:

potential energy: diagonal

kinetic energy: block-diagonal

interaction energy: diagonal in (ij), (kl)
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Single-particle basis: HF

In the HF basis, the CI expansion converges, but there 
is a serious drawback: 
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scales as 

Such an approach would limit the number of basis  
functions to about 100.  
Hence, processes involving a continuum would be  
difficult to address 

Solution: Mixed single-particle basis 
HF to describe bound-state excitation  
FE-DVR to describe continuum
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Efficient storage scheme: approximately 
Allows for the calculation of ionization without 
approximating the electron-electron interaction 
(in addition to the GAS scheme) 
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Theory: TD-RAS-CI overview

Introduction Application Conclusions

e.g. M.H. Beck et al., Phys. Rep. 324 1 (2000)

Theory

1. Set up physical system (potentials, N, box size, …)

2. Set up FE-DVR basis

3. Construct Hartree-Fock orbitals in vicinity of nucleus

4. Construct pseudo-virtuals

5. Transform FE-DVR matrix elements to mixed basis

6. Construct RAS space

7. Compute CI matrix elements (e.g. Slater-Condon rules)

8. Prepare initial state (e.g. diagonalization of RAS-CI matrix, imaginary time prop,...)

9. Perform time propagation (e.g. Arnoldi/Lanczos propagation [1])

8

[1] M. H. Beck et al., Phys. Rep. 324 (2000).
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TD-RAS-CI 

Systematic adding of correlation contributions

Provides interpretation of complex spectra

Nel=4
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Conclusions

Introduction Theory Application Conclusions

Essentials of TD-RAS-CI approach to photoionizationEssentials of TD-RAS-CI approach to photoionization

➔ Expand wave function in basis of Slater determinants

➔ Determinants are time-independent

➔Truncate full-CI expansion in different subspaces

➔ Crucial for photoionization: mixed basis set

➔Numerical tests on exactly solvable model systems

➔Ongoing research

➔ Tests and benchmarks on 1D systems

➔ Extension to real atoms and small diatomic molecules
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Concept of a time-varying basis

The Curse of Dimensionality The Time-Dependent Variational Principle Manifolds And Methods Time-Dependent Coupled Cluster

An Important Point

• A few SDs may give a good approximation
• But much better if the orbitals can be varied!

Figure: Illustration of +xed orbitals together with likely development of WF

Computing Multi-Particle Quantum Dynamics Using Variational Principles Simen Kvaal

Illustration of fixed orbitals together with true development of 
the system
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TD-RAS-CI:

3

of the di↵erent methods in calculating HHG spectra in Sec. VI. In between the numerical studies, the relation between
the TDCIS and the TD-RASSCF-S theories is analyzed in Sec. V. Important analytical properties inhered in the
TD-RASSCF theory are proved in Appendices A and B. Section VII concludes the study.

II. GENERAL FORMULATION OF THE TD-RASSCF THEORY

We start the discussion by introducing the concept of the RAS scheme and summarizing the general formulation of
the TD-RASSCF theory following the notation in Ref. [31]. Reviewing the basics provides the necessary background
for formulating the TD-RASSCF-S, -SD, and -SDT theories.

A. Restricted-active-space approach

Consider the dynamics of an Ne-electron wave packet generated by a TD Hamiltonian H(t) based on the the
spin restricted ansatz. In the TD-RASSCF theory, the wave function is expressed in terms of the normalized Slater
determinants |�I(t)i composed of Ne TD spin-orbitals {�i(t)}:

| (t)i =
X

I2VRAS

CI(t)|�I(t)i, (1)

where the multi-index I represents the electronic configurations, and VRAS is the Fock space spanned by all possible
or several selected configurations. We suppose the use of M spin-orbitals for each spin state and express the spin-
orbital index as i = 1 ", 2 ", · · · ,M "; 1 #, 2 #, · · · ,M #, that is, i ⌘ I� with I = 1, 2, · · · ,M and � =", #. The
multi-index I is decomposed into the so called ↵- and �-spin strings: I = I" ⌦ I# where I� = (I1, I2, · · · , IN� )
(1  I1 < I2 < · · · < IN�  M) and N" + N# = Ne. Following Ref. [31], we classify the orbitals as in Fig. 1:
At any instant of time, the space spanned by {�i(t)} is called P space, and the rest of the single-particle Hilbert
space is named Q space. The indices p, q, r, s · · · denote orbitals belonging to either space, while the P-space orbitals
are labeled by i, j, k, l, · · · , and the virtual Q-space orbitals by a, b, c, d, · · · . The RAS scheme is defined by dividing
the P space into three subspaces: inactive-core space, P0, and two active spaces, P1 and P2, between which orbital
excitations are allowed subject to a constraint in the RAS scheme. If the core electrons are too tightly bound to be
influential to the total dynamics, the use of the time-independent HF orbitals for the P0-space orbitals, i.e., the frozen-
core approximation could be possible. The numbers of spatial orbitals in the P0, P1, and P2 spaces are expressed by
M0, M1 and M2, respectively, and the total number by M = M0 +M1 +M2.

Now consider a series of RAS schemes by allowing (i) single-orbital excitations, (ii) single- and double-orbital
excitations, (iii) single-, double-, and triple-orbital excitations, and so on, from P1 to P2. In this study, the three
cases are specifically named the TD-RASSCF-S, -SD, and -SDT methods, respectively, in analogy with the CIS, CISD,
and CISDT methods. In Ref. [31], we mainly discussed the numerical properties of the TD-RASSCF theory including
only double-orbital excitations, i.e., the TD-RASSCF-D method. Notice also that a special case ofM2 = 0 corresponds
to the complete-active-space (CAS) scheme. That is, the TD-RASSCF method is reduced to the TD-CASSCF method
[36] by setting M2 = 0 and further to the MCTDHF theory by M0 = 0.

B. Equations of motion

1. Formal derivation

We next outline the derivation of the set of equations obeyed by the CI-expansion coe�cients and the orbitals in
Eq. (1). The Dirac-Frenkel-McLachlan TD variational principle [33–35, 41] provides the prescription. For brevity,
henceforth, the explicit time-dependence of the parameters and the operators is dropped as long as it causes no
confusion. We define an action functional (atomic units are used throughout)

S
⇥
{CI}, {�i}, {"ij}

⇤
=

Z T

0

"
h |
 
i
@

@t
�H

!
| i+

X

ij

"ij(t)
⇣
h�i|�ji � �ij

⌘#
dt, (2)

where "ij is a Lagrange multiplier introduced for ensuring orthonormality among the P-space orbitals during the
time interval [0, T ]. The stationary conditions, �S/�C⇤

I = 0 and �S/h��i| = 0, respectively, result in the amplitude
equations

iĊI + h�I |(iD �H)| i = 0, (3)
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We present the time-dependent restricted-active-space self-consistent-field (TD-RASSCF) theory as a
framework for the time-dependent many-electron problem. The theory generalizes the multiconfigurational
time-dependent Hartree-Fock (MCTDHF) theory by incorporating the restricted-active-space scheme well known
in time-independent quantum chemistry. Optimization of the orbitals as well as the expansion coefficients at
each time step makes it possible to construct the wave function accurately while using only a relatively small
number of electronic configurations. In numerical calculations of high-order harmonic generation spectra of a
one-dimensional model of atomic beryllium interacting with a strong laser pulse, the TD-RASSCF method is
reasonably accurate while largely reducing the computational complexity. The TD-RASSCF method has the
potential to treat large atoms and molecules beyond the capability of the MCTDHF method.
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I. INTRODUCTION

Development of reliable approximate theories for the
description of time-dependent (TD) many-electron dynamics
has been desirable for decades, and its importance is especially
emphasized nowadays by the need for support to experiments
on the real-time analysis and control of ultrafast electronic
and nuclear dynamics of atoms and molecules by intense laser
pulses [1–5]. In numerical simulations, however, the problems
are most often simplified by the single-active-electron (SAE)
approximation [6], which assumes that only one electron is
moving in an effective potential. In theoretical approaches, the
combination of the SAE and the strong-field approximations,
where the interaction with the atomic or molecular potential is
treated perturbatively, has been widely accepted as a standard
approach in this research area. The Lewenstein model [7],
which is built on these assumptions, makes it possible to easily
compute high-order harmonic generation (HHG) spectra of
atoms and molecules and also provides a clear physical picture
based on the semiclassical three-step model [8–10]. While
the studies within the framework of the SAE approximation
have succeeded in providing a qualitative understanding of
phenomena, multielectron effects are also recognized to play
a crucial role, e.g., in time delay studies of photoionization
[11,12], and moreover, multiple orbital contributions to HHG
spectra are widely observed for atoms and molecules [13–16].
To describe many-electron dynamics, several ab initio ap-
proaches beyond the SAE approximation have been developed.
Among others, the TD R-matrix method is one of the
most elaborate ways for describing single-electron ionization
processes and taking into account the electron correlation
[17–19]. One of the computationally and conceptually simpler
approaches is the TD configuration-interaction singles (TD-
CIS) method [20–24], in which the configuration interaction
(CI) expansion is truncated at singly excited configurations
relative to the Hartree-Fock ground state. Both these methods
can be considered to be special cases of a more generalized
concept, namely, the TD restricted-active-space (RAS) CI
(TD-RASCI) method [25].

Over the last decade, originating from the TD Hartree-Fock
theory [26–28], a more sophisticate framework called the

multiconfigurational TD Hartree-Fock (MCTDHF) theory has
been developed and quite recently shown its potential for
analyzing ultrafast laser-driven electron dynamics in atoms
and molecules [14–16,29–35] and, moreover, for elucidating
the role of electron-nuclear correlation in a molecule during
ionization [36–40]. (See also references on the multicon-
figurational TD Hartree (MCTDH) theory, e.g., the original
paper [41], a review [42], and a textbook [43]. In addition,
multiconfigurational theory has been explored for bosonic
systems [44]). In the MCTDHF theory with the spin-restricted
ansatz, the Ne-electron wave function is expressed by

|!(t)⟩ =
∑

I∈VFCI

CI (t)|"I (t)⟩, (1)

where |"I (t)⟩ denotes a normalized Slater determinant for
Ne electrons built from a set of TD active spin orbitals
{φi(t)}2M

i=1, and the multi-index I = (i1, . . . ,iNe ) is a string of
orbital indices of which the Fock space is composed: VFCI =
{(i1, . . . ,iNe )|1 ! i1 < · · · < iNe ! 2M}. Using the Dirac-
Frenkel-McLachlan TD variational principle [45–48], the
equations of motion are derived, which optimize the orbitals
as well as the expansion coefficients in each time step. This
optimization procedure leads to the expectation that the system
can be accurately described with a relatively small number of
orbitals, 2M . However, because the Fock space VFCI in the
MCTDHF theory is spanned by all possible configurations for
a given set of spin orbitals, the computational cost due to the
expansion coefficients {CI }I∈VFCI is proportional to the number
of ways in which Ne electrons can be distributed in the 2M
spin orbitals,

dim(VFCI) =
(

M

Ne/2

)2

" O(MNe ), (2)

i.e., roughly speaking, exponentially scaling with respect to
the number of electrons, Ne. Hence for the investigation of
nonperturbative laser-driven electron dynamics, this unfavor-
able scaling with Ne impedes the MCTDHF method from
being extended to systems with more than a few electrons,
i.e., beyond systems like He [30], Be [31], H2 [32,33,36],

062511-11050-2947/2013/87(6)/062511(12) ©2013 American Physical Society
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FIG. 1. Illustration of the division of the single-particle Hilbert space in the TD-RASSCF theory. The wave function is expand
by using the P-space orbitals {�i(t)}. The P space consists of three subspaces: an inactive-(frozen-)core space, P0, and two
active spaces, P1 and P2, between which orbital transitions are allowed with a certain restriction, e.g., single-orbital excitations,
single- and double-orbital excitations, etc. The rest of the single-particle Hilbert space spanned by the virtual orbitals is referred
to as Q space. The orbitals in either P or Q space are labeled p, q, r, s, · · · , while the P-space orbitals are labeled i, j, k, l, · · · ,
and the Q-space orbitals a, b, c, d, · · · . The numbers of spatial orbitals in the P0, P1, and P2 spaces are expressed by M0, M1

and M2, respectively, and the total number by M = M0 +M1 +M2. The case M2 = 0 corresponds to the TD-CASSCF theory,
which is further reduced to the MCTDHF theory when M0 = 0.

and the orbital equations

X

q

|�qih q
i |
 
i
X

I2VRAS

ĊI |�Ii+ (iD �H)| i
!

+
X

j

|�ji"ij = 0, (4)

where h q
i | ⌘ h |c†i cq means the one-particle-one-hole state. Both equations contain the orbital time-derivative

operator,

D =
X

pq

⌘pq c
†
pcq, (5)

with ⌘pq = h�p|�̇qi. The orbital equations (4), indicating the TD Brillouin’s proposition, consist of two parts: the
Q-space orbital equations

h a
i |(iD �H)| i = 0, (6)

and the P-space orbital equations

h |(iD �H)| i0

j00i � h j00

i0 |(iD �H)| i = i⇢̇j
00

i0 (7)

with the time-derivative of the density matrix

⇢̇j
00

i0 =
X

I2VRAS

⇣
Ċ⇤

Ih�I | i0

j00i+ h j00

i0 |�IiĊI

⌘
. (8)

The single and double prime indices in Eqs. (7) and (8) mean �i0(t) 2 PK and �j00(t) 62 PK (K = 0, 1, and 2),
otherwise the expression (7) gives an identity not an equation.

Before closing this section, it should be noted that, whereas the Q-space orbital equations (6) are coupled only
within each other, the amplitude and the P-space orbital equations, i.e., Eqs. (3) and (7), compose a set of coupled

equations linked together via ⇢̇j
00

i0 . It is anything but trivial to eliminate the coupling except in a few special cases: the
TD-CASSCF method including the MCTDHF method, the TD-RASSCF-D method, and the TD-RASSCF-S, -SD,
-SDT methods, as we will discuss in Sec. III.

Special cases: M2=0: TD-CASSCF. M0=M2=0 : MCTDHF

3

of the di↵erent methods in calculating HHG spectra in Sec. VI. In between the numerical studies, the relation between
the TDCIS and the TD-RASSCF-S theories is analyzed in Sec. V. Important analytical properties inhered in the
TD-RASSCF theory are proved in Appendices A and B. Section VII concludes the study.

II. GENERAL FORMULATION OF THE TD-RASSCF THEORY

We start the discussion by introducing the concept of the RAS scheme and summarizing the general formulation of
the TD-RASSCF theory following the notation in Ref. [31]. Reviewing the basics provides the necessary background
for formulating the TD-RASSCF-S, -SD, and -SDT theories.

A. Restricted-active-space approach

Consider the dynamics of an Ne-electron wave packet generated by a TD Hamiltonian H(t) based on the the
spin restricted ansatz. In the TD-RASSCF theory, the wave function is expressed in terms of the normalized Slater
determinants |�I(t)i composed of Ne TD spin-orbitals {�i(t)}:

| (t)i =
X

I2VRAS

CI(t)|�I(t)i, (1)

where the multi-index I represents the electronic configurations, and VRAS is the Fock space spanned by all possible
or several selected configurations. We suppose the use of M spin-orbitals for each spin state and express the spin-
orbital index as i = 1 ", 2 ", · · · ,M "; 1 #, 2 #, · · · ,M #, that is, i ⌘ I� with I = 1, 2, · · · ,M and � =", #. The
multi-index I is decomposed into the so called ↵- and �-spin strings: I = I" ⌦ I# where I� = (I1, I2, · · · , IN� )
(1  I1 < I2 < · · · < IN�  M) and N" + N# = Ne. Following Ref. [31], we classify the orbitals as in Fig. 1:
At any instant of time, the space spanned by {�i(t)} is called P space, and the rest of the single-particle Hilbert
space is named Q space. The indices p, q, r, s · · · denote orbitals belonging to either space, while the P-space orbitals
are labeled by i, j, k, l, · · · , and the virtual Q-space orbitals by a, b, c, d, · · · . The RAS scheme is defined by dividing
the P space into three subspaces: inactive-core space, P0, and two active spaces, P1 and P2, between which orbital
excitations are allowed subject to a constraint in the RAS scheme. If the core electrons are too tightly bound to be
influential to the total dynamics, the use of the time-independent HF orbitals for the P0-space orbitals, i.e., the frozen-
core approximation could be possible. The numbers of spatial orbitals in the P0, P1, and P2 spaces are expressed by
M0, M1 and M2, respectively, and the total number by M = M0 +M1 +M2.

Now consider a series of RAS schemes by allowing (i) single-orbital excitations, (ii) single- and double-orbital
excitations, (iii) single-, double-, and triple-orbital excitations, and so on, from P1 to P2. In this study, the three
cases are specifically named the TD-RASSCF-S, -SD, and -SDT methods, respectively, in analogy with the CIS, CISD,
and CISDT methods. In Ref. [31], we mainly discussed the numerical properties of the TD-RASSCF theory including
only double-orbital excitations, i.e., the TD-RASSCF-D method. Notice also that a special case ofM2 = 0 corresponds
to the complete-active-space (CAS) scheme. That is, the TD-RASSCF method is reduced to the TD-CASSCF method
[36] by setting M2 = 0 and further to the MCTDHF theory by M0 = 0.

B. Equations of motion

1. Formal derivation

We next outline the derivation of the set of equations obeyed by the CI-expansion coe�cients and the orbitals in
Eq. (1). The Dirac-Frenkel-McLachlan TD variational principle [33–35, 41] provides the prescription. For brevity,
henceforth, the explicit time-dependence of the parameters and the operators is dropped as long as it causes no
confusion. We define an action functional (atomic units are used throughout)

S
⇥
{CI}, {�i}, {"ij}

⇤
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Z T

0

"
h |
 
i
@

@t
�H

!
| i+

X

ij

"ij(t)
⇣
h�i|�ji � �ij

⌘#
dt, (2)

where "ij is a Lagrange multiplier introduced for ensuring orthonormality among the P-space orbitals during the
time interval [0, T ]. The stationary conditions, �S/�C⇤

I = 0 and �S/h��i| = 0, respectively, result in the amplitude
equations

iĊI + h�I |(iD �H)| i = 0, (3)



2.1. General formulation (1/3)

For a wave function written as

| (t)i =
X

I2VRAS

CI(t)|�I(t)i,

we derive the EOM obeyed by the CI coe�cients and orbitals.

Dirac-Frenkel-McLachlan TD variational principle:[9�11]

Define an action functional

S
⇥
{CI}, {�i}, {"ij}

⇤
=

Z T

0

"
h |
 
i
@

@t
�H

!
| i+

X

ij

"ij(t)
⇣
h�i|�ji � �ij

⌘#
dt,

and seek a stationary point, �S = 0.

[9] P. A. M. Dirac, P. Camb. Philos. Soc. 26, 376 (1930).
[10] J. Frenkel, Wave Mechanics, Advanced General Theory (Oxford, 1934).
[11] A. D. McLachlan, Mol. Phys. 8, 39 (1964).
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2.1. General formulation (3/3)

H(t) =
X

pq

hpq(t)c
†
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2
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†
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†
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Explicit form of the EOM:
8
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2.2. TD-RASSCF family (1/5)

MCTDHF method
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1.2. Several approaches (5/6)

—TD-RASSCF family—

TD-RASSCF-S

TD-RASSCF-SD

TD-RASSCF-SDT

TD-RASSCF-D

· · ·
P1

P2

| {z }
S

· · · · · ·
P1

P2

| {z }
S

| {z }
D

· · · · · ·
P1

P2

| {z }
S

| {z }
D

· · ·

| {z }
T

· · ·
P1

P2

| {z }
D 14 / 52



Properties of the TD-RASSCF theory
! Gauge-invariance 

" A property for SCF methods (TDHF, MCTDHF,…) 
!

! Special convergence property for TD-RASSCF-S 
!

! The TD-RASSCF scheme reduces the number of 
configurations a lot while being still accurate
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TABLE I. Ground-state energy (in atomic units) of the 1D beryllium atom (Z = Ne = 4). The integers in parentheses below
each energy show the number of configurations. In the TD-RASSCF-S, -D, -SD, and -SDT calculations, the partition is set to
be (M0,M1,M2) = (0, 2(= Ne/2),M �2). When M = 2, the methods reduce to the TDHF method, which gives the HF energy
�6.739450. The TD-RASSCF-S method gives a converged result for M2 � M1 as indicated by the underlined energies. When
M = 3, note the following facts: (i) TD-RASSCF-SD and MCTDHF are the same method, (ii)TD-RASSCF-D and MCTDHF
(TD-RASSCF-SD) are di↵erent methods but theoretically equivalent (see Ref. [47]) and hence give the same energy value as
indicated by symbols ⇤ (see text), and (iii) TD-RASSCF-SDT can not be defined (where the table thus remains blank).

M

Method (M0,M1,M2) 3 4 8 12 16 20

TD-RASSCF-S (0, 2,M � 2) �6.771254 �6.773288 �6.773288 �6.773288 �6.773288 �6.773288
(5) (9) (25) (41) (57) (73)

-D (0, 2,M � 2) �6.771296[ �6.779805 �6.784501 �6.784533 �6.784534 �6.784534
(5) (19) (175) (491) (967) (1603)

-SD (0, 2,M � 2) �6.771296[ �6.780026 �6.784667 �6.784697 �6.784698 �6.784698
(9) (27) (199) (531) (1023) (1675)

-SDT (0, 2,M � 2) �6.780026 �6.785038 �6.785074 �6.785074 �6.785075
(35) (559) (2331) (6119) (12691)

MCTDHF (0,M, 0) �6.771296[ �6.780026 �6.785041 �6.785077 �6.785078 �6.785078
(9) (36) (784) (4356) (14400) (36100)

beryllium atom. For completeness, the ground-state energies of the 1D helium and carbon atoms are
listed in Appendix B. In Table I, starting from the HF ground-state energy, �6.739450, each method obviously
provides smaller energy with increasing M (except TD-RASSCF-S as addressed below). For a given value of M , on
the other hand, the energy becomes smaller with increasing the number of configurations. The MCTDHF method
always gives the largest number of configurations and accordingly provides the best energy, which is then followed
by the TD-RASSCF-SDT, -SD, -D, and -S methods in this order. In the TD-RASSCF calculations, the P space was
partitioned as (M0,M1,M2) = (0, Ne/2,M � Ne/2). When M = 3, it can be shown that the TD-RASSCF-D and
MCTDHF methods are equivalent, so that both methods give the same energy value �6.771296 (see Ref. [47] for a
more detail discussion). Note that the accuracy of the TD-RASSCF-D and -SD methods is comparable. The lack of
the single-orbital excitations in the TD-RASSCF-D method seems to be well made up by the orbital optimization.

Most importantly, the TD-RASSCF-S method, quite di↵erently from the others, shows a peculiar behavior as
indicated by the energies underlined in Table I. That is, the TD-RASSCF-S result is converged at M = 4 to the value
�6.773288. The special convergence property is stated as a theorem:

Theorem: For closed-shell systems, the TD-RASSCF-S method satisfying M0 +M1 = Ne/2 and M1  M2 gives a
wave function which is invariant with respect to the value of M2.

The proof is given in Ref. [49]. The theorem ensures that the TD-RASSCF-S wave function can be fully converged
with only Ne/2+ 1  M  Ne spatial orbitals. Thus without concerns about the convergence with respect to M , the
TD-RASSCF-S method gives reasonably accurate results for large systems with manageable computational cost.

C. Laser-induced dynamics

We now turn to the discussion of laser-induced dynamics. The real-time propagation was carried out in a large
box, [�300, 300], discretized by NDVR = 2048 quadrature points. The electric field is defined as F (t) ⌘ �dA(t)/dt,
where the vector potential is (see, e.g., Ref. [60])

A(t) =
F0

!
sin2

✓
⇡t

T

◆
sin!t, (0  t  T ), (28)

with electric field strength, F0 = 0.0755 (2.0 ⇥ 1014 Wcm�2), angular frequency, ! = 0.0570 (800 nm), and pulse
duration T = 331 (3 cycles). Within the dipole approximation, the laser-electron interaction was taken into account
in the length gauge, xF (t). However, because of the gauge invariance of the SCF based method (see Appendix E), the
use of the velocity or acceleration gauge causes no change to the dynamics. The other numerical conditions and the
definition of the complex absorbing potential (CAP) function [61] are the same as those in Refs. [47, 49]. In the TD-
RASSCF calculations, the partitions are fixed as (M0,M1,M2) = (0, Ne/2,M �Ne/2) as in the computations of the
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TABLE I. Ground-state energy (in atomic units) of the 1D beryllium atom (Z = Ne = 4). The integers in parentheses below
each energy show the number of configurations. In the TD-RASSCF-S, -D, -SD, and -SDT calculations, the partition is set to
be (M0,M1,M2) = (0, 2(= Ne/2),M �2). When M = 2, the methods reduce to the TDHF method, which gives the HF energy
�6.739450. The TD-RASSCF-S method gives a converged result for M2 � M1 as indicated by the underlined energies. When
M = 3, note the following facts: (i) TD-RASSCF-SD and MCTDHF are the same method, (ii)TD-RASSCF-D and MCTDHF
(TD-RASSCF-SD) are di↵erent methods but theoretically equivalent (see Ref. [47]) and hence give the same energy value as
indicated by symbols ⇤ (see text), and (iii) TD-RASSCF-SDT can not be defined (where the table thus remains blank).

M

Method (M0,M1,M2) 3 4 8 12 16 20

TD-RASSCF-S (0, 2,M � 2) �6.771254 �6.773288 �6.773288 �6.773288 �6.773288 �6.773288
(5) (9) (25) (41) (57) (73)

-D (0, 2,M � 2) �6.771296[ �6.779805 �6.784501 �6.784533 �6.784534 �6.784534
(5) (19) (175) (491) (967) (1603)

-SD (0, 2,M � 2) �6.771296[ �6.780026 �6.784667 �6.784697 �6.784698 �6.784698
(9) (27) (199) (531) (1023) (1675)

-SDT (0, 2,M � 2) �6.780026 �6.785038 �6.785074 �6.785074 �6.785075
(35) (559) (2331) (6119) (12691)

MCTDHF (0,M, 0) �6.771296[ �6.780026 �6.785041 �6.785077 �6.785078 �6.785078
(9) (36) (784) (4356) (14400) (36100)

beryllium atom. For completeness, the ground-state energies of the 1D helium and carbon atoms are
listed in Appendix B. In Table I, starting from the HF ground-state energy, �6.739450, each method obviously
provides smaller energy with increasing M (except TD-RASSCF-S as addressed below). For a given value of M , on
the other hand, the energy becomes smaller with increasing the number of configurations. The MCTDHF method
always gives the largest number of configurations and accordingly provides the best energy, which is then followed
by the TD-RASSCF-SDT, -SD, -D, and -S methods in this order. In the TD-RASSCF calculations, the P space was
partitioned as (M0,M1,M2) = (0, Ne/2,M � Ne/2). When M = 3, it can be shown that the TD-RASSCF-D and
MCTDHF methods are equivalent, so that both methods give the same energy value �6.771296 (see Ref. [47] for a
more detail discussion). Note that the accuracy of the TD-RASSCF-D and -SD methods is comparable. The lack of
the single-orbital excitations in the TD-RASSCF-D method seems to be well made up by the orbital optimization.

Most importantly, the TD-RASSCF-S method, quite di↵erently from the others, shows a peculiar behavior as
indicated by the energies underlined in Table I. That is, the TD-RASSCF-S result is converged at M = 4 to the value
�6.773288. The special convergence property is stated as a theorem:

Theorem: For closed-shell systems, the TD-RASSCF-S method satisfying M0 +M1 = Ne/2 and M1  M2 gives a
wave function which is invariant with respect to the value of M2.

The proof is given in Ref. [49]. The theorem ensures that the TD-RASSCF-S wave function can be fully converged
with only Ne/2+ 1  M  Ne spatial orbitals. Thus without concerns about the convergence with respect to M , the
TD-RASSCF-S method gives reasonably accurate results for large systems with manageable computational cost.

C. Laser-induced dynamics

We now turn to the discussion of laser-induced dynamics. The real-time propagation was carried out in a large
box, [�300, 300], discretized by NDVR = 2048 quadrature points. The electric field is defined as F (t) ⌘ �dA(t)/dt,
where the vector potential is (see, e.g., Ref. [60])

A(t) =
F0

!
sin2

✓
⇡t

T

◆
sin!t, (0  t  T ), (28)

with electric field strength, F0 = 0.0755 (2.0 ⇥ 1014 Wcm�2), angular frequency, ! = 0.0570 (800 nm), and pulse
duration T = 331 (3 cycles). Within the dipole approximation, the laser-electron interaction was taken into account
in the length gauge, xF (t). However, because of the gauge invariance of the SCF based method (see Appendix E), the
use of the velocity or acceleration gauge causes no change to the dynamics. The other numerical conditions and the
definition of the complex absorbing potential (CAP) function [61] are the same as those in Refs. [47, 49]. In the TD-
RASSCF calculations, the partitions are fixed as (M0,M1,M2) = (0, Ne/2,M �Ne/2) as in the computations of the

HF:



1. Introduction (9/9)

In the SCF based methods (MCTDHF and TD-RASSCF-S):
More orbitals ) More accurate but more expensive

Question:
How many orbitals are needed to make the TD-RASSCF-S wave function
su�ciently converged and more accurate than the TDCIS wave function?

Answer:
We need only M = N

e

orbitals, by which the TD-RASSCF-S wave function
is fully converged and more accurate than the TDCIS wave function!
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4. TDCIS vs.TD-RASSCF-S (2/5)

The TDCIS wave function reads
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4. TDCIS vs.TD-RASSCF-S (3/5)

The TD-RASSCF-S wave function reads
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X

i0j00
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covers the single-particle
Hilbert space, | (t)i is more accurate than
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4. TDCIS vs.TD-RASSCF-S (4/5)

The theorem allows us to use the most
economical condition (M = N

e

), leaving
the wave function invariant.
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TABLE III. Ground-state energy (in atomic units) of the 1D carbon atom (Z = Ne = 6). The integers in parentheses below each
energy show the number of configurations. In the TD-RASSCF-S, -D, -SD, and -SDT calculations, the partition (M0,M1,M2)
satisfies a condition M0 + M1 = Ne/2 = 3. The upper, middle, and lower parts consist of the results of M0 = 0, 1, and 2,
respectively. When M = 2, the methods reduce to the TDHF theory, which gives the HF energy �13.23117. The energies
marked by the symbols ] and [ indicate cases with equivalences among the methods for M = Ne/2+1 = 4. The TD-RASSCF-S
method gives the converged energy for M2 � M1 as indicated by underlines. When M = 4, the TD-RASSCF-SD and -SDT
methods are indicated to the MCTDHF method at M0 = 0 and the TD-CASSCF method at M0 = 1, where the table thus
remains blank.

M

Method (M0,M1,M2) 4 5 6 8 10 12 14

w/o core (M0 = 0)

TD-RASSCF-S (0, 3,M � 3) �13.29857] �13.30037 �13.30039 �13.30039 �13.30039 �13.30039 �13.30039
(7) (13) (19) (31) (43) (55) (64)

-D (0, 3,M � 3) �13.29860[ �13.30992 �13.31749 �13.32618 �13.32717 �13.32730 �13.32732
(10) (43) (100) (286) (568) (946) (1420)

-SD (0, 3,M � 3) �13.31116 �13.31837 �13.32682 �13.32742 �13.32751 �13.32753
(55) (118) (316) (610) (1000) (1486)

-SDT (0, 3,M � 3) �13.25222 �13.32014 �13.32999 �13.33117 �13.33133 �13.33136
(91) (282) (1236) (3326) (7000) (12706)

MCTDHF (0,M, 0) �13.29860[ �13.31127 �13.32016 �13.33009 �13.33133 �13.33151 �13.33154
(16) (100) (400) (3136) (14400) (48400) (132496)

w/ core (M0 = 1)

TD-RASSCF-S (1, 2,M � 3) �13.29857] �13.30037 �13.30037 �13.30037 �13.30037 �13.30037 �13.30037
(5) (9) (13) (21) (29) (37) (45)

-D (1, 2,M � 3) �13.29860[ �13.30967 �13.31639 �13.32383 �13.32431 �13.32439 �13.32440
(5) (19) (43) (121) (239) (397) (595)

-SD (1, 2,M � 3) �13.31089 �13.31741 �13.32520 �13.32546 �13.32550 �13.32551
(27) (55) (141) (267) (433) (639)

-SDT (1, 2,M � 3) �13.31094 �13.31848 �13.32719 �13.32781 �13.32789 �13.32791
(35) (91) (341) (855) (1729) (3059)

TD-CASSCF (1,M � 1, 0) �13.29860[ �13.31094 �13.31848 �13.32722 �13.32786 �13.32795 �13.32796
(9) (36) (100) (441) (1296) (3025) (6084)

w/ core (M0 = 2)

TD-RASSCF-S (2, 1,M � 3) �13.29857] �13.29857 �13.29857 �13.29857 �13.29857 �13.29857 �13.29857
(3) (5) (7) (11) (15) (19) (23)

TD-CASSCF (2,M � 2, 0) �13.29857] �13.30575 �13.30610 �13.30626 �13.30627 �13.30628 �13.30628
(4) (9) (16) (36) (64) (100) (144)

Proposition: For a system having even number electrons, the TD-RASSCF-S method satisfying M0 +M1 = Ne/2
and M1  M2 gives the wave function which is invariant with respect to the value of M2.

The key idea of the proof in Appendix B is to make use of the orbital rotations in the P1 and P2 spaces separately.
Whereas the TD variational principle insists the improvement of the wave function with increasing M , the proposition
ensures the convergence with a small number of orbitals, at mostM = Ne. Besides, the proposition clarifies the relation
between the TDCIS and the TD-RASSCF-S methods. For the condition (M0,M1,M2) = (0, Ne/2, 0), using a set of
time-independent orbitals, the wave function in the TDCIS method reads [9]

| CIS(t)i = ↵0(t)|HFi+
X

�i(0)2P(0)
�a(0)2Q(0)

↵a
i (t)|HFa

i i (27)

where |HFi is the HF state consisting of the P(t = 0)-space orbitals {�i(t = 0)}, and the initial condition satisfy
↵0(0) = 1 and ↵a

i (0) = 0. In the second term, |HFa
i i means one-particle-one-hole-HF states, and the summation is

supposed to be taken for indices i and a satisfying �i(0) 2 P(0) and �a(0) 2 Q(0). Meanwhile, for the condition
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FIG. 3. (Color online) The number of operations at each time step for solving the equations of motion as a function of the
number of electrons [Eqs. (A9)–(A14)] for the methods considered in this work. The parameters used to produce the plot
are NDVR = 2048 and M = Ne except in the TDHF method where the number of orbital is always Ne/2. In the
TD-RASSCF-S, -D, -SD, -SDT methods, the P space was partitioned as (M0,M1,M2) = (0, Ne/2, Ne/2). Data points are
shown only for rare gas atoms (Ne = 10, 18, 36, and 54).

The number of operations required at each time step is summarized in Appendix A for every method [Eqs. (A10)–
(A14)] and plotted in Fig. 3 as a function of the number of electrons. The parameters used for the plots are NDVR =
2048 and M = Ne. In the TDHF method, the number of orbitals is Ne/2, and there is no other choice.
Note that, for closed-shell systems, the TD-RASSCF-S wave function is fully converged with M = Ne as shown in
Ref. [49] and as will be revisited in Sec. IVB. Although a closed-shell can be realized for every even Ne in the 1D
model, it can be formed only in rare gas atoms in the realistic 3D cases. Hence data points in Fig. 3 are shown only
for Ne = 10, 18, 36, and 54. Noting that the TDHF method has successfully been used for computing
the strong-field ionization of a CO molecule (Ne = 14) [29], Fig. 3 indicates the potential applicability
of the TD-RASSCF-S and -D methods to such or even larger systems. The TD-RASSCF-SD method
can possibly be applied as well. Remember that, except in the TD-RASSCF-S method, the use of more orbitals
(M > Ne) gives more accurate results but is computationally more expensive, so that the use of inactive-core or
frozen-core orbitals will be indispensable in such computations for very large systems. Finally note that, for realistic
3D Coulomb systems, the relative scaling among the methods shown in Fig. 3 will remain the same. For the 3D
computations, however, two additional degrees of freedom need to be taken into account in each orbital. For example,
in terms of the angular momentum representation. In this case, therefore, the computations of W k

l (r) and vikjl will be
another bottle-neck. Instead of carrying out direct integration, one should, in this case, consider the Poisson equation,
�W k

l (r) = �4⇡�⇤
k(r)�l(r), which gives simple expressions to W k

l (r) and vikjl in the DVR [56].

B. Ground-state energy

To illustrate the numerical properties of the TD-RASSCF method, we investigate a 1D model atoms
defined by the one-body operator

h(x, t) = �1

2

d2

dx2
+ V (x), (26)

where V (x) = �Z/
p
x2 + 1 with Z = Ne = 2, 4, and 6 for mimicking atomic helium [? ? ? ], beryllium

[47, 57, 58], and carbon, respectively., and the one-body operator

v(x1, x2) =
1p

(x1 � x2)2 + 1
. (27)

The same three systems were used in Ref. [49]. The ground-state wave function was calculated by imaginary-
time relaxation [59] as in Ref. [47]; a [�25, 25] box was discretized by NDVR = 256 quadrature points associated with
Fourier basis functions, and the Q- and the P-space orbital equations were regularized with a small constant ✏ = 10�10

(see, e.g., Ref. [31]). Table I lists the ground-state energies of the 1D beryllium atom and the number
of configurations used to obtain the energies. This subsection mainly focuses on the results of the 1D



2.3. Computational costs (3/3)

TDSE

A
p

p
ro

xi
m

a
tio

n
 q

u
a

lit
y

log (Numerical cost)

TDCIS

TD-RASSCF-D

TD-RASSCF-SDT

TD-RASSCF-SD

TD-RASSCF-S

MCTDHF

TDHF

(infeasible)

(feasible&very accurate)

(feasible&accurate)

! The TD-RASSCF-S and -D methods can be promising.
34 / 52



11

10�12

10�10

10�8

10�6

10�4

(a1) 1D beryllium atom

10�12

10�10

10�8

10�6

10�4

(b1)

Cuto↵

10�12

10�10

10�8

10�6

10�4

H
H
G

in
te
n
si
ty

S
(⌦

)
(a
.u
.)

(c1)

10�12

10�10

10�8

10�6

10�4

(d1)

10�12

10�10

10�8

10�6

10�4

0 10 20 30 40 50 60 70

Harmonic order ⌦/!

(e1)

0.0

0.5

1.0

(a2)

0.0

0.5

1.0

(b2)

0.0

0.5

1.0

P
ro
b
ab
il
it
y

(c2)

0.0

0.5

1.0

(d2)

0 1 2 3
0.0

0.5

1.0

Time (2⇡/!)

(e2)

MCTDHF: M = 12
16
20

SAE
TDCIS

TDHF: M = 2
TD-RASSCF-S: M = 4, (0, 2, 2)

TD-RASSCF-D: M = 4, (0, 2, 2)
TD-RASSCF-SD: M = 4, (0, 2, 2)

TD-RASSCF-D: M = 20, (0, 2, 18)
TD-RASSCF-SD: M = 20, (0, 2, 18)

000

1

11

2

22

000

11

1

2

0

00

1

1
1

2
2

2

000

11

1

2

22

000

111

222

FIG. 4. (Color online) Left column (a1)–(e1): HHG spectra of the 1D beryllium atom obtained from di↵erent methods (see
text). Each panel includes the list of methods, and if necessary, also the number of spatial orbitals, M , and the partitioning,
(M0,M1,M2). Right column (a2)–(e2): Probabilities to find the system in the HF ground state, h (t)|P0| (t)i, single-orbital
excited HF states, h (t)|P1| (t)i, and double-orbital excited HF states, h (t)|P2| (t)i (shortly denoted by ‘0’, ‘1’, and ‘2’,
respectively). Left and right panels are corresponding to each other, and, for comparison, every panel includes the same dashed
(red) lines representing the result of the MCTDHF calculation with M = 20 spatial orbitals. All the calculations were carried
out for the laser pulse specified in Eq. (28), and the profile is depicted in panel (a2) by the thick (pink) line. For this laser
field, the cuto↵ energy in the HHG spectrum is estimated to be 29.9! (see text) as shown by the vertical dotted lines in the
left column.

the TD orbitals, the TD-RASSCF-S method succeeds in describing the double-orbital excitations in terms of time-
independent HF orbitals. Note that, by the theorem stated in Sec. IVB and Ref. [49], the TD-RASSCF-S result is
fully converged with M = Ne. As shown in Ref. [49], the converged TD-RASSCF-S wave function with M = Ne is
more accurate than the TDCIS wave function in the sense of the TD variational principle. The numerical results in
Fig. 4 reflect this property of the theory. Also remember that, whereas the TDCIS method is gauge dependent, the
SCF based method is gauge independent as shown in Appendix E. This is another advantage of the TD-RASSCF
method compared to the TDCIS approach or the TDCI methods with truncation in excitation level.

Next Figs. 4 (d1) and (d2) compare the performances of the TD-RASSCF-D and -SD methods for M = 4. Despite
the lack of explicit inclusion of single-orbital excitations in the TD-RASSCF-D method, the accuracy of the TD-
RASSCF-D and -SD methods is almost comparable and they are slightly more accurate than the TD-RASSCF-S
method. The same computations were carried out with M = 20 and the results in Figs. 4 (e1) and (e2) show the
expected variational improvements. The HHG spectra and the excitation probabilities are in excellent agreement
with the MCTDHF reference values. The TD-RASSCF-D computation with M = 20 is more expensive than the



Conclusions

! TD-RASSCF offers a reduction in the number of 
configurations 

! TD-RASSCF is gauge invariant 
! TD-RASSCF-S has a special convergence property 
! TD-RASSCF-S, (-D), -SD, -SDT become increasingly 

accurate 
! TD-RASSCF-S and TD-RASSCF-D are computationally 

feasible and promising tools for TD dynamics



Outlook

! Efficient 3D implementations of TD-GAS schemes  
! Extraction of observables. Applications 
! TD-GAS-CC 
! … 
!

! TD-GAS schemes for Bosons and distinguishable 
particles 

! TD-GAS schemes for electronic and nuclear degrees of 
freedom 

! …
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