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ABSTRACT

Achieving a better understanding of strongly correlated quantum sys-
tems is a fascinating scientific endeavour which could provide the ba-
sis for the construction of novel materials with unprecedented proper-
ties such as room-temperature superconductors. Of particular inter-
est are strongly correlated two-dimensional (2D) systems which are
present in almost all known superconductors with high critical tem-
peratures. However, even after decades of research the origin for such
unconventional superconductivity is still under debate. Ultracold 2D
Fermi gases have emerged as clean and controllable model systems to
simulate such strongly correlated 2D quantum states, but so far super-
fluidity has not been directly observed in these systems.

In this thesis, I report on the realisation of a Josephson junction
in an ultracold 2D Fermi gas which clearly demonstrates phase co-
herence and provides strong evidence for superfluidity. We measure
the frequency of Josephson oscillations as a function of the phase dif-
ference across the junction and find excellent agreement with a sinu-
soidal current-phase relation. This result shows that the Josephson
junction is well described as an ideal tunnel junction whose critical
current is directly linked to the wave function overlap of the coupled
superfluids. We determine this critical current in the crossover from
tightly bound molecules to weakly bound Cooper pairs and thereby
realize a probe for 2D superfluidity in the strongly correlated regime.

This accomplishment of an ideal Josephson junction was enabled
by various experimental advances in the preparation, manipulation
and characterisation of ultracold Fermi gases - in particular by our re-
alisation of homogeneous 2D systems - which were achieved during
the course of this thesis andmake our system an ideal platform to gain
further insight into the nature of strongly correlated 2D quantummat-
ter.





ZUSAMMENFASSUNG

Ein besseres Verständnis stark korrelierter Quantensysteme zu entwi-
ckeln ist eine faszinierende wissenschaftliche Herausforderung, wel-
che die Konstruktion neuartiger Materialien mit einzigartigen Eigen-
schaften, wie z.B. Raumtemperatur-Supraleitern, ermöglichen könn-
te. Von besonderem Interesse sind stark korrelierte zweidimensionale
(2D) Systeme, welche in fast allen Supraleiternmit den höchsten kriti-
schen Temperaturen zu finden sind. Selbst nach jahrzehntelanger For-
schung wird immer noch über den Ursprung solch unkonventionel-
ler Supraleitung debattiert. Ultrakalte 2D Fermigase sind ideale Mo-
dellsysteme um stark korrelierte 2D Quantenzustände in einer saube-
ren und gut kontrollierten Umgebung zu simulieren. Bislang gibt es
jedoch keinen direkten Nachweis von Suprafluidität in diesen Syste-
men.

In dieser Arbeit wird die Realisierung eines Josephson-Kontakts in
einem ultrakalten 2D Fermigas präsentiert und damit ein klarer Nach-
weis für Phasenkohärenz und starke Evidenz für Suprafluidität in die-
sem Gas erbracht. Wir messen die Frequenz der Josephson Oszilla-
tionen als Funktion der Phasendifferenz am Josephson-Kontakt und
finden eine hervorragende Übereinstimmung mit einer sinusoidalen
Strom-Phasen-Beziehung. Dieses Resultat zeigt, dass der Josephson-
Kontakt als idealer Tunnel-Kontakt beschrieben werden kann dessen
kritischer Strom direkt vom Wellenfunktionsüberlapp der gekoppel-
ten Suprafluide bestimmt wird. Wir messen diesen kritischen Strom
im Übergang von tief gebundenen Molekülen zu schwach gebunde-
nen Cooper Paaren und untersuchen damit 2D Suprafluidität im stark
korrelierten Regime.

Diese Realisierung eines idealen Josephson-Kontakts wurde durch
zahlreiche experimentelle Fortschritte im Bereich der Erzeugung, Ma-
nipulation, undCharakterisierungvonultrakalten Fermigasen ermög-
licht - insbesondere durch unsere Realisierung von homogenen 2D
Systemen - welche im Rahmen dieser Arbeit erreicht wurden und un-
ser System als ideale Plattform etablieren, umweitere Einblicke in die
Natur stark korrelierter 2D Quantenmaterie zu gewinnen.
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1 INTRODUCTION

The quest to understand high-temperature superconductivity

A fascinating aspect of nature is that systems with many interacting
particles can give rise to the emergence of collective phenomena that
are qualitatively different from the behaviour of the system at the sin-
gle particle level [1]. A prominent example for such an emergent be-
haviour with far-reaching technological applications is superconduc-
tivity. While for normal conductors the movement of electrons leads
to dissipation, in superconductors these electrons can collectively flow
through thematerialwithout any friction once the system is cooled be-
low its critical temperature Tc. Conventional superconductivity gen-
erally occurs only at very low temperatures of a few Kelvin, but the
discovery of superconductivity in the cuprates [2] revealed that cer-
tainmaterials can remain superconducting up tomuch higher temper-
atures, with a present record of Tc = 133K [3]. Explaining the origin
for such high critical temperatures is currently one of the most fasci-
nating unsolved problems in physics with the tantalising prospect of
understanding how to construct a material at ambient pressure1 that 1 Very recently, it was shown that LaH10

remains superconducting up to Tc =
250K under extremely high pressures of
170GPa, but the relevance of this result
for high-temperature superconductivity
at ambient pressure is not clear [4].

remains superconducting at room temperature.
Of particular interest is the empirical observation that supercon-

ductorswith the highest critical temperatures involve two-dimensional
(2D) structures. The most prominent examples are cuprates such as
YBCO [5] and BSCCO [6], where there is strong evidence that super-
conductivity is restricted to two-dimensional CuO2 planes [7], and
iron pnictides such as FeSe, where it was found that reducing the
thickness of the material down to a single atomic layer could increase
the critical temperature from its bulk value of 9K up to 80K–100K [8,
9]. While both cuprates and iron based superconductors are complex
compounds in which it is difficult to isolate the role of a reduced di-
mensionality, very recently high2 critical temperatures were also re- 2 The authors of [10] report on the obser-

vation of a critical temperature of Tc =
1.7K, which is small in absolute terms
but among the highest relative critical
temperatures Tc/TF ≈ 0.1 when nor-
malized to the low Fermi Temperature
TF ∝ n due to the very low carrier den-
sity n in the material.

ported in a simple purely carbon based two-dimensional supercon-
ductor based on twisted bilayer graphene (TBG) [10]. This apparent
link between high critical temperatures and a reduced dimensionality
is remarkable, because thermal fluctuations becomemore pronounced
as the dimensionality is reduced [11, 12]. In fact, 2D superconductiv-
ity can only exist in a competition between order and fluctuations as
explained by Berezinskii-Kosterlitz-Thouless (BKT) theory [13–15]. 3 3 Evidence for the relevance of BKT the-

ory for high-temperature superconduc-
tivity is provided by measurements of
the spin relaxation rate in YBCO which
show that the critical temperature Tc ∝
ns is directly proportional to the super-
fluid density ns as expected from BKT
theory for superconductivity in 2D [16,
17].

Understanding the origin for high critical temperatures is challeng-
ing, because high-Tc materials are not just quantitatively but qualita-
tively different from conventional superconductors with low critical
temperatures. Conventional superconductors such as Nb-Ti are well
understood by Bardeen-Cooper-Schrieffer (BCS) theory [18], which
predicts that a weak attractive interaction between electrons leads to



4

the formation of bosonic-like Cooper pairs which condense below Tc
into a macroscopic quantum state described by the pair wave function
Ψ. In conventional superconductors, this weak attractive interaction is
provided by electrons interacting with the surrounding crystal lattice.
High-temperature superconductivity, however, generally arises from
a system with strong repulsive interactions, i.e. when electrons are re-
moved from a Mott-insulating state [19]. Explaining the mechanism
for electron pairing despite these repulsive interactions is one of the
key challenges to understand unconventional superconductivity.

The minimal theoretical model that is often assumed to capture the
essence of unconventional superconductivity in strongly correlated
2D systems is the doped repulsive 2DHubbardmodel [20–22]. In this
model, the dynamics of electrons in the periodic potential formed by
the nuclei are approximated as a discrete 2D lattice onwhich electrons
can tunnel between neighbouring lattice sites and interact repulsively
on each site [23]. Developing a theoretical understanding of such
strongly correlated 2D systems, however, is an extremely challenging
task. One the one hand, basic theoretical approaches such as pertur-
bation theory and mean field theory fail in these systems because the
strong interactions between particles cannot be treated as a small per-
turbation from the non-interacting limit and the strong fluctuations
due to the reduced dimensionality cause mean field approaches to
fail. On the other hand, exact diagonalisation becomes intractable on
a classical computer already for system sizes as small as ∼ 20 sites
[24–26] and the powerful numerical quantum Monte Carlo method
suffers from the fundamental fermionic sign problem away from half-
filling [27]. Therefore, despite the fact that the Hubbard model has
been the most widely studied system in condensed matter theory for
decades [28], only recently numericalmethods have started to explore
solutions in the strongly correlated regime relevant to high-Tc materi-
als [22]. Due to this lack of theoretical understanding the importance
of experiments for our understanding of high-temperature supercon-
ductivity cannot be overstated.

Probing the nature of high-temperature superconductors with Josephson
junctions

Figure 1.1: Experimental demonstra-
tion of the d-wave pairing symmetry
in cuprate superconductors. For a cor-
ner Josephson junction fabricated with
YBCO, the critical current was observed
to have aminimum at vanishing applied
magnetic field. This provides clear evi-
dence for a superconducting order pa-
rameter with a d-wave symmetry, which
is expected to introduce a phase shift of
π around the loop of circulating super-
currents. For more details on this exper-
iment see chapter 7.1.2. Adapted from
[29].

In particular, Josephson junctions have proved to be an indispensable
experimental tool to gain insight into the nature of unconventional
superconductivity [7, 30]. Based on the basic principle that a phase
difference ϕ between two superconductors separated by a weak link
drives a current I(ϕ), Josephson junctions offer a unique sensitivity
to the phase of the superconducting order parameter Ψ. This was
utilized to establish the following key characteristics of cuprate su-
perconductors: First, it was demonstrated that despite their repulsive
interactions the electrons form pairs just like in conventional super-
conductors [31]. Second, it was unambiguously shown that the pair-
ing gap Δk, which characterises the energy gained by forming such a
pair of electrons with momenta +k and −k, has a d-wave symmetry
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Δk ∝ cos(kx)−cos(ky) (s. Fig. 1.1) [29, 32], which is in sharp contrast
to the isotropic s-wave gap Δk = Δ0 found in conventional supercon-
ductors. These Josephson junction experiments provided an impor-
tant benchmark for existing theories, which suggested a d-wave sym-
metry based on Anderson’s resonating valence bond state [21, 33, 34].
While more recently further numerical evidence could be provided
that the 2D Fermi Hubbard model can support d-wave superconduc-
tivity [22], the real difficulty remains to determine if its ground state
is indeed superconducting. In the fragile balance between order and
fluctuations [35, 36], it was observed that such a 2D system can sup-
port various other types of order such as the stripe phase which is as-
sumed to be very close in energy to the superconducting state [37, 38].
Finally, for higher temperatures close to Tc, it is fundamentally un-
clear which of these competing ground states determines the conduc-
tance properties [35] and our basic understanding of solids in terms
of a Fermi liquid of quasiparticles appears insufficient to describe the
observed pseudogap and strange metal phases. While recently un-
conventional approaches from string theory [39, 40] and neural net-
works [41] were adopted, it remains unclear if our currently available
methods are suited to describe such strongly correlated 2D quantum
matter.

BEC-BCS superfluids:
Quantum simulators for high-temperature superconductivity

”Nature isn’t classical, dammit, and if you want to make a simulation of na-
ture, you’d better make it quantum mechanical, and by golly it’s a wonderful
problem, because it doesn’t look so easy.”42 42 R. P. Feynman: , vol. 21, (1982)

Ultracold quantum gases are ideally suited to understand the role
of reduceddimensionality for high-temperature superconductivity due
to their unprecedented level of control over the preparation and char-
acterisation of quantum many body states. In these systems, the peri-
odic potential of solids can be directly emulated by an optical lattice
formed by interfering laser beams [43]. While substantial progress
has been made with such quantum simulators [44] starting from the
ground-breaking realisation of Mott insulating states [45, 46] to the
recent observation of a 2D antiferromagnet [47], d-wave superfluid-
ity in such an optical lattice system is expected to require significantly
lower temperatures than currently achievable.

Remarkably, fermionic superfluidity in ultracold quantumgases can
be realised even without the presence of a lattice potential. The key
to create such superfluids is the ability to introduce attractive inter-
actions between fermions and thereby form pairs via Feshbach reso-
nances [48]. The strength of these attractive interactions can be widely
tuned to create pairs ranging from the limit of weakly bound Cooper
pairs to deeply bound dimers and thereby realise s-wave superfluids
in the entire crossover from BCS to Bose-Einstein condensation (BEC)
[49]. Various experiments reached temperatures well below the criti-
cal temperatures for condensation [50–54] and superfluidity [55–59]
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and enabled an extensive study of this strongly correlated superfluid
in the BEC-BCS crossover.

Figure 1.2: Critical temperature Tc in
dependence of Fermi temperature TF
for various superconductors and super-
fluids as first shown in [60, 61] and re-
cently revisited in the context of magic-
angle TBG [10]. 2D or quasi-2D ma-
terials (filled circles) have the highest
critical temperatures close to Tc/TF ≈
0.1 (dashed diagonal line), which is
the expected maximal critical tempera-
ture close to the 2D BEC-BCS crossover
[62]. The critical temperature for ul-
tracold 2D 6Li was extracted from the
measured critical temperature for pair
condensation in [63]. Also, heavy-
fermion (light green crosses) and other
unconventional superconductors (grey
crosses) have significantly higher criti-
cal temperatures than conventional su-
perconductors (orange squares).

101 102 103 104 105
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While the pairing symmetry of such ultracold superfluids is not d-
wave, it was already suggested in 1989 that the study of the BEC-BCS
crossover can provide valuable insight into high-temperature super-
conductivity [64].4 In the BEC-BCS crossover picture, high critical4 For an extensive review of the applica-

tion of the BEC-BCS crossover theory to
high-temperature superconductors see
[65].

temperatures are explained to arise from the short coherence lengths
ξ ∼ 1/kF observed in unconventional superconductors [10, 66–68],
which are on the order of the interparticle spacing∼ 1/kF and thereby
bring such materials in the strongly correlated regime, where the crit-
ical temperature Tc/TF has a maximum [69]. Indeed, when the crit-
ical temperatures of superconductors are normalised to their natural
energy scale set by the Fermi energy TF [70], all unconventional su-
perconductors lie in a band of similarly high critical temperatures of
Tc/TF ∼ 0.01 − 0.1, while conventional BCS superconductors have
a much lower value of Tc/TF < 0.0001 (s. Fig. 1.2). Most notably,
for magic-angle TBG with a coherence length of ξ ≈ 50 nm and sim-
ilar interparticle distance of ∼ 26 nm the observed critical tempera-
ture of Tc/TF ∼ 0.1 agrees well with the expected maximal critical
temperature in the 2D BEC-BCS crossover (s. Fig. 1.3) [62]. Finally,
further evidence for the relevance of the BEC-BCS crossover to under-
stand high-Tc materials is provided by the observation of fermionic
pairing with a d-wave symmetry even above the critical temperature
for superconductivity [71]. This measurement suggests a precursor
of the superconducting phase with pre-formed pairs which are an es-
sential property of systems in the BEC-BCS crossover - especially in
2D, where fermions can form pairs already at the two-body level for
an arbitrary interaction strength.

𝐵𝐵𝐵𝐵𝐵𝐵 𝐵𝐵𝐵𝐵𝐵𝐵 𝜉𝜉𝑘𝑘𝐹𝐹 ≈ 1 

𝐵𝐵𝑆𝑆 𝑁𝑁 

∼ 0.1 

𝑇𝑇𝑐𝑐/𝑇𝑇𝐹𝐹 

Figure 1.3: Illustration of the critical
temperature Tc for superfluidity in the
2D BEC-BCS crossover following [72].
The critical temperature in units of the
Fermi temperature TF has a maximum
in the strongly correlated regime when
the Cooper pair size ξ is on the order of
the interparticle spacing ∼ 1/kF.

Despite this apparent relevance for high-temperature superconduc-
tivity, only recently the 2D BEC-BCS crossover was started to be ex-
plored with ultracold Fermi gases [72–76]. While condensation of
fermionic pairs [63] and signatures of pairing above the critical tem-
perature were detected [77], superfluidity was not directly observed.
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Furthermore, all experiments with 2D Fermi gases so far were per-
formed in harmonic traps, which complicated a quantitative analysis
of fundamental non-local properties of the system such as its momen-
tum distribution [78].

In the course of this thesis, we achieved several major advances in
the ability of ultracold atoms to model strongly correlated 2D quan-
tummatter. As themain result, I present our realisation of a Josephson
junction in an ultracold 2D Fermi gas, whichwe use to unambiguously
show phase coherence and provide strong evidence for superfluidity
in the entire 2D BEC-BCS crossover. This achievement was made pos-
sible by our realisation of a homogeneous 2D Fermi trapped in a box
potential, which constitutes a textbook example of statistical physics
and enables us to quantitatively measure its momentum distribution.
These results are briefly summarized in the following chapter.





2 SUMMARY OF THE MAIN RESULTS IN THIS THESIS

2.1 An ideal Josephson junction in an ultracold two-dimensional Fermi gas

published in N. Luick, L. Sobirey, M. Bohlen, V.P. Singh, L. Mathey, T. Lompe,
and H. Moritz, arXiv:1908.09776 (2019), accepted for publication in Science

Observation of Josephson oscillations in a 2D Fermi gas

The main achievement of this thesis is the first realisation of a Joseph-
son junction in an ultracold 2D quantum gas. In contrast to previ-
ous 3D cold atom junctions, we realize our junction with two homo-
geneous reservoirs separated by a tunnelling barrier, which makes it
a much closer analog to the superconducting tunnel junctions ubiqui-
tous in solid state systems. We control the initial phase difference ϕ0
and observe Josephson oscillations in the relative phase ϕ = ϕL − ϕR
and particle number ΔN = NL − NR between the two reservoirs.

Understanding the Josephson dynamics via an LC circuit model

The dynamics of our junction can be quantitatively explained by an
LC circuitmodel commonly used to describe superconducting Joseph-
son junctions. Wemeasure the oscillation frequency ω for various box
sizes from 15µm to 30µm to show that our junction is well described
by an inductance LJ which is only determined by the height V0 of the
tunnelling barrier.

Observing the sinusoidal current-phase relation of an ideal Josephson junction

While Josephson junctions were extensively studied with ultracold
atoms, the characteristic nonlinear current-phase relation could not
be observed so far. We probe the current-phase relation of our junc-
tion by measuring the Josephson oscillation frequency for large phase
excursions ϕ0 and for the first time observe the sinusoidal form I(ϕ) =
Ic sin(ϕ) in a cold atom Josephson junction.

The critical current: an in-situ probe for phase coherence in a 2D superfluid

Finally, we observe that the Josephson oscillations, and hence our sig-
nature of superfluidity, persist across the entire 2DBEC-BCS crossover.
We extract the critical current Ic ∝ nc, which for our ideal junction is
determined by the wave function overlap and therefore provides ac-
cess to the condensate density nc. We determine nc ∝ (1/L)η in the
bosonic limit and extract the algebraic scaling exponent η as a probe
for the phase coherence of our 2D superfluid over the finite size L of
our box.
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2.2 Two-dimensional homogeneous Fermi gases

published in K. Hueck, N. Luick, L. Sobirey, J. Siegl, T. Lompe, and H. Moritz,
Phys. Rev. Lett. 120, 060402 (2018)
I contributed to the planning and conduction of experiments, the interpretation
of our results and the writing of the publication. A detailed description of our
realisation of homogeneous 2D Fermi gases is given in [79].HYSICAL

EVIEW
ETTERS

P
R
L

American Physical Society

9 FEBRUARY 2018

Volume 120, Number 6
Published by 

Articles published week ending Previously, 2D Fermi gases have only been studied in harmonic
trapping potentials. During the course of this work, we implemented
an optical box potential in our experimental setup which enabled us
to realise the first homogeneous 2D Fermi gases. In addition, we de-
veloped methods to locally manipulate the gas with a resolution on
the order of the interparticle distance using a digital micromirror de-
vice (DMD) and extract itsmomentumdistribution usingmatterwave
focusing. We applied these methods to our homogeneous gas to mea-
sure its equation of state n(μ, T) and extract the momentum distribu-
tion ñ(k) of interacting and non-interacting 2D Fermi gases, directly
observing Pauli blocking in momentum space.

The high level of control over the preparation, manipulation and
characterisation of our 2D Fermi gas achieved in the context of this
work provided the foundation for the realisation of Josephson junc-
tions described above. For future experiments, this homogeneous sys-
temwill constitute an ideal starting point to realize the elusive Fulde–
Ferrell–Larkin–Ovchinnikov state and study non-equilibrium dynam-
ics of strongly correlated 2D quantum matter.

n(r) ~n(k)

T/4
ToF

2.3 Calibrating high intensity absorption imaging

published in K. Hueck, N. Luick, L. Sobirey, T. Lompe, H. Moritz, L. Clark,
and C. Chin, Opt. Express 25, 8670 (2017)
I contributed to the planning and conduction of experiments, the data analysis
and the writing of the publication. A detailed description of our calibration of
high intensity absorption imaging is given in [79].

Main
Imaging

Auxiliary Imaging
High Resolution
Microscope

Vacuum Chamber

x

z I
out

I
in

C
in/out

σ±

Imaging Beam
Shadow Propagation

1 5 9 18

Imaging Beam Intensity [I
sat
I ]

50

100

C
lo
u
d
 P

os
it
io
n
 [
p
x
]

150

R
el
 F
li
gh

t 
D
is
t.
 [
au

]

m
ax

m
ax

/

C
sat

eff

Photodiode

λ/

λ/

a)

Fig. 1. Sketch of the experimental setup: a) Absorption imaging of a cloud of ultracold

atoms trapped inside a vacuum chamber. Imaging of the cloud is possible along two axes,

the main axis (z-axis) and an auxiliary imaging axis (x-axis). By flashing on the main

imaging beam, the atoms accelerate in z-direction. After some time of flight their position

is recorded with the auxiliary imaging. b) Density distributions after 80 µs time of flight

imaged along the auxiliary imaging direction. The flight distances shown in c) are extracted

from the images and plotted as a function of the intensity of the imaging pulse, which is

measured on the main imaging camera. From the saturation of the flight distance we can

determine the count rate on the main imaging camera which corresponds to the effective

saturation intensity.

Our experiments described above require an accurate density de-
termination which can be challenging for a 2D Fermi gas due to the
requirement of lowdensities of n ∼ 1/µm2 to remain in the 2D regime.
During the course of this thesis, we developed a method to calibrate
the intensity I of our imaging beam relative to the saturation intensity
Isat which enables a quantitative density determination with an opti-
mal signal-to-noise ratio in the regime of I ∼ Isat. For this calibration,
we measure the momentum transferred from the imaging beam onto
the atoms anddetermine the relative intensity atwhich the transferred
momentum starts to saturate.
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2.4 Further publications within this thesis

• Observation of superfluidity in a strongly correlated two-dimensional
Fermi gas
L. Sobirey, N. Luick, M. Bohlen, H. Biss, H. Moritz, T. Lompe
arXiv:2005.07607 (2020), submitted to Science

• Soundpropagation andquantum limiteddamping in a two-dimensional
Fermi gas
M. Bohlen, L. Sobirey, N. Luick, H. Biss, T. Enss, T. Lompe, H. Moritz
arXiv:2003.02713 (2020)

• Josephson junctiondynamics in a two-dimensional ultracoldBose
gas
V.P. Singh, N. Luick, L. Sobirey, L. Mathey
arXiv:2002.08375 (2020)

• Note: Suppression of khz-frequency switching noise in digital
micro-mirror devices
K. Hueck, A. Mazurenko, N. Luick, T. Lompe, H. Moritz
Review of Scientific Instruments 88, 016103 (2017)

• Detecting Friedel oscillations in ultracold Fermi gases
K. Riechers, K. Hueck, N. Luick, T. Lompe, H. Moritz
The European Physical Journal D 71, 232 (2017)

• Probing superfluidity of Bose-Einstein condensates via laser stir-
ring
V. P. Singh, W. Weimer, K. Morgener, J. Siegl, K. Hueck, N. Luick, H.
Moritz, L. Mathey
Physical Review A 93, 023634 (2016)





Part I

EXPERIMENTAL SETUP AND METHODS





3 FUNDAMENTALS OF ULTRACOLD 2D FERMI GASES

In this chapter, I provide a brief overview over the basic two-body and many-
body properties of ultracold 2D Fermi gases. For a more detailed description, I
recommed the review articles on 2D Fermi gases by Levinsen and Parish [72,
80] and Turlapov and Kagan [80], as well as a review on 2D Bose gases by
Hadzibabic and Dalibard [81] for an excellent introduction to BKT physics.

3.3. PRODUCING ULTRACOLD 2D 6LI GASES

5

in-couple

10.4 °

concave
mirrors

plane

mirrors

EF

a 5/2  hw

3/2  hw

T
hw

b c

1/2  hw

2.9 µm

kB

z

Figure 3.16.: a) Quasi-2D regime in an optical lattice. All movement along the
strongly confined direction besides the zero-point motion is frozen out. This
requires the Fermi energy EF and thermal energy kT to be smaller than the
excitation energy to the first excited state EF,kBT � �hωz. b) Typical config-
uration of red-detuned 1D optical lattice. Two counterpropagating 1064nm
laser beams generate an interference pattern with a small lattice spacing of
532nm. A stack of quasi-2D clouds is loaded. c) Our configuration consists of
two blue-detuned laser beams which intersect under a steep angle to create
an optical lattice with a lattice spacing of 2.9µm. As a consequence, we create
a single quasi-2D cloud trapped in a anti-node of the interference pattern.

set the atom number or temperature. At a final power of 20mW, the radial
trap frequencies are dominated by the curvature of the magnetic field. The
resulting trap frequencies are (32×32×500)Hz.

As high field seekers, 6Li atoms are attracted by magnetic field maxima. As
a consequence, the curvature of the magnetic offset field generates a highly
radially symmetric confinement with a frequency of about 30Hz at a field
strength of 800G1. To precisely control the beam power, a photo diode moni-
tors the light leaking through one of themirrors behind the view-port through
which the beam exists the science cell. The corresponding PI control loop op-
erates at a maximum speed of 17kHz.
With a final power of 20mW, the squeeze trap typically contains 20000

atoms per spin state with a temperature on the order of � 0.1T/TF. The oblate
cloud can either be used for experiments or we continue with the preparation
to realize a single 2D cloud by transferring the atoms into the 1D optical
lattice.

1D Optical Lattice In order to achieve the 2D regime, excitations in one
direction of motion have to be frozen out. Hence, the Fermi energy and
the temperature have to be sufficiently low in respect to the confinement
EF,kBT � �hωz, whereωz is the trap frequency of the strongly confined lattice
direction, as illustrated in Fig. 3.16 a. The higher the trap aspect ratio of the
vertical and the radial direction ωz/ωr � 1, the stronger is the 2D confine-
ment. Note, that due to the finite radial extent of realistic experiments, even

1With a final power of 20mW the resulting trap frequencies without magnetic confinement
are (15×15×500)Hz.

51

Figure 3.1: Criteria for the quasi-2D
regime. Quasi-2D gases can be realised
with ultracold atoms by trapping the gas
in a strongly confining potential whose
oscillator spacing ℏωz exceeds all rele-
vant energy scales of the system set by
the Fermi energy EF, chemical poten-
tial μ and temperature T. Adapted from
[82].

Reducing the dimensionality of a 3D Fermi gas to 2D has a profound
impact on fundamental aspects of the BEC-BCS crossover. On a two-
body level, the strongly confined geometry leads to a significant mod-
ification of scattering between particles. On a many-body level, the
reduced dimensionality leads to an enhancement of phase fluctua-
tions and 2D superfluidity exists despite the absence of long-range
phase coherence as explained by BKT theory. This combinationmakes
strongly correlated 2D superfluids a fascinating yet challenging sys-
tem to understand.

Figure 3.2: Comparing the scatter-
ing length in 2D and 3D. While the
3D scattering length a3D diverges and
changes sign at unitarity, the 2D scatter-
ing length a2D always remains positive.

3.1 Two-body scattering properties

3.1.1 The interaction parameter

For an ultracold 3D Fermi gas, interactions between particles can be
parametrised by a single s-wave scattering length a3D.5 Using a Fes-

5 For a detailed description of the 3D
BEC-BCS crossover see [49].

hbach resonance, a3D and hence the 3D coupling parameter g3D =
4πℏ2a3D/m can be widely tuned to realise systems ranging from at-
tractive Fermi gases (a3D < 0) to repulsive Bose gases (a3D > 0). The
transition between the two regimes is marked by a diverging a3D →
±∞ in the unitary regime, where a two-body bound state with bind-
ing energy EB,3D = ℏ2/(ma2

3D) enters the system and enables the for-
mation of bosonic dimers for a3D > 0.

When the dimensionality of the Fermi gas is reduced to 2D, these
scattering properties are significantly modified. Commonly, such ul-
tracold 2DFermi gases can be realized by trapping fermions in strongly
anisotropic potentials, whose energy level spacing ℏωz in the strongly
confineddirection exceeds all energy scales of the gas such as its chem-
ical potential μ and temperature T (s. Fig. 3.1). While microscopically
interactions in such a system are still 3D, it can be shown [83] that for
ℏωz ≫ μ, kBT such a system is well-described as a quasi-2D6 system 6 In the original work by Petrov and

Shlyapnikov [83] the quasi-2D regime
is defined for two-body scattering pro-
cesses of harmonically trapped particles
with a relative momentum k well below
the oscillator length lz, i.e. klz ≪ 1. In
contrast, recent experimental works ex-
tend the use of the term to scattering be-
tween particles that also occupy higher
transverse states [75].

with an effective 2D scattering length7

7 Note, that there exists an alternative
definition of the 2D scattering length
a2 = a2D2e−γE ≈ 1.12a2D which is
used e.g. in [80], where γE = 0.577.

a2D = lz√ π
Ae−√ π

2
lz

a3D , (3.1)

determinedbyboth a3D and the harmonic oscillator length lz = √ℏ/mωz
as an additional length scale. This value for a2D yields the dimen-
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sionless interaction parameter ln(kFa2D) which replaces the parame-
ter 1/kFa3D commonly used to parametrise interactions in 3D systems.

𝑎𝑎2𝐷𝐷

−𝑙𝑙𝑧𝑧/𝑎𝑎3𝐷𝐷 −𝑙𝑙𝑧𝑧/𝑎𝑎3𝐷𝐷 > 1≈ 0

𝑙𝑙𝑧𝑧

−𝑙𝑙𝑧𝑧/𝑎𝑎3𝐷𝐷 < −1

𝑎𝑎3𝐷𝐷

A B C

D

Figure 3.3: Confinement induced
bound state and binding energy. (A-
C) The size d of the two-body bound
state in a strongly confining potential
(green lines) increases continuously
from (A) d ∼ a3D ≪ lz far in the
bosonic limit, to (B) d ∼ lz at unitarity,
to (C) d ∼ a2D ≫ lz far in the BCS limit.
(D) The corresponding binding energy
EB of the quasi-2D bound state is
obtained from eq. 3.4 which can be ap-
proximated by EB ≈ ℏ2/(ma2

3D) far in
the bosonic limit and EB ≈ ℏ2/(ma2

2D)
far in the BCS limit. For the 2D and
quasi-2D binding energy an energy
offset of ℏωz/2 was added to account
for the ground state energy of the
confinement potential.

While for 3D systems at unitarity kFa3D → ∞, for 2D systems
the strongly correlated regime occurs for kFa2D = 1 when the size
∼ a2D of the two-body bound state is on the order of the interparti-
cle distance ∼ 1/kF. Therefore, in contrast to the 3D case, one can
tune between the bosonic limit (kFa2D ≪ 1) and the fermionic limit
(kFa2D ≫ 1) also by changing the density of the system. The coupling
constant in these regimes is given by

g2D = −ℏ2

m
2π

ln(kFa2D) , (3.2)

which similarly to the 3D coupling parameter describes repulsive in-
teractions (g2D > 0) in the bosonic limit8 and attractive interactions

8 In the bosonic limit, we can use eq. 3.2
tomap our system to a bosonic theory by
replacing lz with the harmonic oscillator
length for dimers lz,d = √ℏ/2mωz and
a3D with the effective scattering length
a3D,d = 0.6a3D for dimer-dimer scatter-
ing [84].

(g2D < 0) in the fermionic limit. In the weakly-interacting limit of
|a3D| ≪ lz, eq. 3.2 further reduces to

g2D ≈ ℏ2

m
√

8πa3D
lz

, (3.3)

which can be recast as the dimensionless coupling constant ̃g = mg2D/ℏ2

commonly used to describe weakly interacting 2D Bose gases [81].

3.1.2 Crossover from 3D dimers to confinement induced bound states

The reduced dimensionality has a profound impact on the origin of
pairing between fermions, which is of central importance for fermionic
superfluidity. In sharp contrast to the 3D case9, in 2D there exists a

9 For a 3D system, pairing for a3D < 0
can only occur as the result of many-
body Cooper pairs which require the
presence of a Fermi surface.

two-body bound state for arbitrary interaction strength. The nature
of this bound state and hence its binding energy EB is determined
by the size d of the pair compared to the characteristic length of the
confinement lz.

Far in the bosonic limit (lz/a3D ≫ 1), the average dimer size d ≪ lz
is much smaller than the harmonic oscillator length and the nature
of the bound state is 3D. In this limit, the binding energy is not af-
fected by the confinement and approaches the 3D value of EB,3D =
ℏ2/(ma2

3D) (s. Fig. 3.3). As the size of dimers increases, the influ-
ence of the confinement becomes more dominant and reaches a uni-
versal value EB ≈ 0.244ℏωz in the strong coupling regime, where
a3D → ∞ [72]. Eventually, for negative values of a3D the two-body
bound state can only exist due to the presence of the confinement
and far in the BCS limit the binding energy can be approximated by
EB ≈ ℏ2/(ma2

2D). For arbitrary interaction strength10, the binding en-10 As described in [85] we expect cor-
rections to eq. 3.4 due to the finite
range of interactions between particles
which can be accounted for by replacing
lz/a3D → lz/a3D + reff

2lz ( EB
ℏωz

− 1
2 ) in eq.

3.4, where reff is the effective range of
interactions.

ergy can be calculated following [44] using

lz
a3D

= ℱ ( EB
ℏωz

) , (3.4)

where

ℱ(x) = ∫
∞

0

du√
4πu3 (1 − e−xu

√(1 − e−2u)/2u
) . (3.5)
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However, as described above this binding energy obtained from eq.
3.4 is generally not a good parameter to quantify the 2D scattering
length according to EB = ℏ2/(ma2

2D). In particular, far in the bosonic
regime this approach would yield a2D ∼ a3D, which is much larger
than the exponentially suppressed actual 2D scattering length a2D be-
tween particles and thus significantly overestimates the mean field
contribution as already pointed out in [80].

Extra 3.1: Derivation of the 2D scattering length

The common approach to derive the 2D scatter-
ing length for a 2D quantum gas is to equate the
scattering amplitudes of a pure 2D system [80]

f2D(k, a2D) = 4π
−ln(k2a2

2D) + iπ (3.6)

with the quasi-2D scattering amplitude fq2D of a
3D gas in a geometry with a strong confinement
along the z-axis. In their pioneering work, Petrov
and Shlyapnikov [83] showed that for scattering
processes that remain in the vertical ground state
the quasi-2D scattering amplitude is given by

fq2D(k, a3D, lz) = 4π√
2πlz/a3D + w(k2l2z/2) , (3.7)

where w(ξ) is defined in [80, 83] and shown in
Fig. 3.4. For small relative momenta k of collid-
ing particles, we can approximate

w (k2l2z
2 ) ≈ wlim (k2l2z

2 ) ≡ − ln(2π
A

k2l2z
2 ) + iπ

(3.8)

and get

a2D = lz√ π
Ae−√π/2lz/a3D , (3.9)

where A ≈ 0.905.

0 0.2 0.4 0.6 0.8 1 1.2

-1

0

1

2

3

Figure 3.4: Plot of the function w(ξ) introduced in [83]
to describe scattering in quasi-2D geometries. For ξ <
0.1, the real part of w is well approximated by Re(w) ≈
− ln( 2π

A
k2l2z

2 ) (blue dashed line).

Extra 3.2: Parametrising interactions in the strongly correlated 2D regime

Since for an interacting 2D Fermi gas the charac-
teristic momentum k of interacting particles can
reach up to kF, the approximationmade to obtain
eq. 3.9 is generally not accurate. Following the
approach in [74, 75], eq. 3.9 acquires a momen-
tum dependent correction

a2D,k = a2De− 1
2 Δw(k2l2

z /2), (3.10)

determined by the deviation Δw = w − wlim. To
calculate a2D,k, eq. 3.10 is evaluated for a char-
acteristic momentum kμ = √2mμ/ℏ for collisions
between particles determined by the chemical po-
tential μ. While this approach should be accurate

for zero temperature far on the BCS sidewhere in-
teractions betweeen particles are restricted to the
Fermi surface, we expect this approach to fail in
the strongly correlated regime and at higher tem-
peratures. So far, it seems unlikely that a univer-
sal interaction parameter exists for this strongly
correlated 2D regime. While recently, a strong
coupling theory for 2D fermions was developed
which adds a second parameter - a confinement-
induced effective range - to parametrise the mo-
mentum dependence of the scattering to first or-
der [86, 87], further experimental work is needed
to test their model [88].
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3.2 Superfluidity in a 2D Fermi gas

For sufficiently low temperatures, an interacting Fermi gas can be-
come a superfluid - a striking state of matter in which particles can
collectively flow through the system without any friction. In this sec-
tion, I will briefly explain how the nature of such superfluids depends
on the dimensionality of the system.

3.2.1 Overview of the BKT transition

For a 3D Fermi gas, the phase transition to a superfluid is directly
linked to the onset of long-range phase coherence, which means that
the phase ϕ of the superfluid order parameter Ψ remains correlated
throughout the whole system. Hence, for such a 3D superfluid the
first order correlation function

g1(r, r′) = ⟨Ψ†(r)Ψ(r′)⟩ (3.11)

remains non-zero even for points r and r′ in the superfluid which are
separated by an arbitrarily large distance r = |r − r′|.

When the dimensionality is reduced to 2D, thermal phase fluctua-
tions in the form of phonons and vortices become more pronounced
and thereby prevent such long-range phase coherence for any non-
zero temperature [11, 12]. However, despite this absence of true long-
range order a 2D Fermi gas can still become a superfluid. As explained
by the seminal BKT theory [13, 14], the mechanism that enables the
existence of superfluidity in 2D is the formation of vortex-antivortex
pairs, which bind for sufficiently low temperatures 0 < T < TBKT
and thereby significantly suppress long-range phase fluctuations. The
characteristic feature of such a 2D superfluid is an algebraic decay of
phase coherence

g1(r) ∝ (1/r)η, (3.12)

where the decay exponent η = 1/nsλ2
dB is determined by the super-

fluiddensity ns and the thermal de-Brogliewavelength λdB = 2πℏ
√2πmkBT .

While in sharp contrast to a 3D superfluid g1(r) approaches zero for
large distances r, this algebraic decay is generally very weak since the
maximal scaling exponent is limited by BKT theory to η ≤ 1/4. Hence,
2D superfluids are commonly associated with quasi-long-range order.
As the temperature of the superfluid is increased, the number of ther-
mally activated vortex-antivortex pairs increases which reduces ns.
Remarkably, at the critical temperature TBKT for the BKT transition
the superfluid density suddenly jumps from a universal value of ns =
4/λ2

dB to zero [89].11 Above this critical temperature, vortex-antivortex11 This characteristic jump of the super-
fluid density at the BKT transition can be
quantitatively understood from a renor-
malisation group analysis. This analy-
sis shows that for any temperature T >
TBKT the RG flow equations for the su-
perfluid density go to zero in the limit of
large distances.

pairs start to unbind and the proliferation of free vortices leads to a fast
exponential decay12 of g1 ∝ e−r/l.

12 The length scale of this ex-
ponential decay is given by
l = λdBexp (√ aTBKT

T−TBKT
) with a

model-dependent dimensionless
constant a [81].
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Figure 3.5: The BKT transition to a 2D
superfluid. Below the critical tempera-
ture TBKT for 2D superfluidity, vortex-
antivortex pairs are formed and phase
correlations decay algebraically g1(r) ∝
(1/r)η with a characteristic scaling ex-
ponent η = 1/nsλ2

dB determined by the
superfluid density ns. For T > TBKT,
vortex pairs unbind and phase correla-
tions decay exponentially g1(r) ∝ e−r/l

on a length scale l determined by λdB
[81]. Adapted from [82].

Figure 3.6: Critical temperature for
superfluidity in a 2D Fermi gas. In
the bosonic limit (ln(kFa2D) < −1)
the critical temperature is calculated us-
ing eq. 3.14 which is obtained from
a classical field Monte-Carlo simulation
[90] (blue line). In the fermionic limit
(ln(kFa2D) > 2) the critical tempera-
ture is calculated using eq. 3.15 obtained
from the Thouless criterion including
Gorkov–Melik-Barkhudarov corrections
as derived in [62] (red line). We use a
cubic interpolation between the bosonic
and the fermionic regime to obtain an es-
timate forTc/TF in the regime of (−1 >
ln(kFa2D) < 2) (grey dashed line).

3.2.2 The critical temperature

BKT theory is generally expected to describe superfluidity in 2D Fermi
gases in the entire crossover from deeply bound molecules to weakly
bound Cooper pairs [72, 78]. Making a quantitative prediction for the
critical temperature Tc/TF, however, is generally a very challenging
task. While BKT theory yields a universal value of the superfluid den-
sity nsλ2

dB = 4 at the critical point, the corresponding total density n is
not explicitly specified. Far in the bosonic limit, we can use the numer-
ical result from a classical field Monte-Carlo simulation for a weakly
interacting 2D Bose gas [90] which predicts

nλ2
dB,d ≈ ln(380/ ̃g) (3.13)

which can be recast [62, 72] as

Tc/TF = 1
2 [ln(380

4π ln( 4π
k2

Fa2
2D

))]
−1

, (3.14)

where we used Tc/TF = 1
2

1
nλ2

dB,d
and eq. 3.2 (s. Fig.3.6).13 13 The factor of 1/2 originates from the

definition of the Fermi temperature TF
in terms of the single fermion mass m,
while the thermal wavelength λdB,d =
λdB/

√
2 is defined for the dimer mass

M = 2m.

Far in the fermionic limit, the critical temperature for superfluidity
is determined by the energy required to break pairs and can therefore
be determined from the temperature T at which the superfluid gap
Δ vanishes [72]. Using this approach, a simple approximation for
Tc was obtained from the mean-field BCS Hamiltonian which yields
Tc/TF = 2eγ

E/πkFa2D, where γE = 0.577 [91]. More recently, this
prediction was extended in [62] up to second order in perturbation
theory which yields

Tc
TF

= 2eγ−1

πkFa2D
. (3.15)

Making a quantitative prediction for the critical temperature in the in-
termediate strong coupling regime is still an active area of research.14 14 Very recently, results for Tc/TF in the

strong coupling regime were obtained
using a Gaussian pair fluctuation theory
[92].

Therefore, we show in Fig. 3.6 a simple interpolation between thewell-
established results of eq. 3.14 and eq. 3.15 which suggests amaximum
of Tc/TF in the regime of ln(kFa2D) ≈ 1.





4 EXPERIMENTAL APPARATUS AND UPGRADES

In this chapter, I provide an overview of our experimental apparatus to create
ultracold 2D Fermi gases.15 Particular focus is put on the improvements of our 15 For more details of the experiment see

previous PhD theses [82, 93–95].resonator cooling scheme and our vacuum system which we conducted during
the initial years of my work as a PhD student. These improvements eventu-
ally enabled us to achieve sufficiently low temperatures for 2D superfluidity
and significantly improved the reproducibility of our experiment and thereby
formed the basis for the realisation of a Josephson junction in our 2D Fermi gas
as described in detail in part III of this thesis.

Outline of the experiment

The goal of our experiment is the creation of ultracold 2D Fermi gases
to realise a versatile platform for the study of low-dimensional strongly
correlated quantum matter in a clean and well-controlled environ-
ment. In this endeavour, we perform our experiments with fermionic
6Li whose broad Feshbach resonance enables both fast thermalisation
rates for efficient evaporative cooling as well as a widely tunable in-
teraction strength in the strongly correlated regime. We employ a se-
quence of laser cooling and evaporative cooling steps to reach temper-
atures on the order of T/TF ≈ 0.03, which is well below the critical
temperature for 2D superfluidity [62, 72]. At the same time, we opti-
cally transport the atoms to a glass vacuum chamber for optimal opti-
cal access and subsequently bring our gas into the 2D regime by com-
pressing it in a sequence of optical dipole traps. Finally, we use two
high-resolution microscope objectives to both project additional po-
tentials and image our ultracold 2D Fermi gas with a resolution on the
order of the interparticle distance. This system offers a very high de-
gree of control over the preparation and characterisation of quantum
many body states which we utilized to realise the first homogeneous
2D Fermi gas [96] and the first Josephson junction in an ultracold 2D
quantum gas [97] as described in part II and III.

4.1 Overview of the experimental sequence

Our experimental cycle to create an ultracold 2D Fermi gas takes about
10 s and involves a sequence of preparation steps in which 6Li atoms
are cooled to quantum degeneracy and simultaneously brought to the
2D regime by applying a sequence of tailored optical traps (s. Fig. 4.1).
This whole preparation is performed inside multiple connected ultra-
high vacuum chambers at a pressure of ∼ 1 × 10−11 mbar to minimise
the collision rate with room-temperature background atoms, which
would limit the atomic lifetime and achievable temperature of our sys-
tem.



22

250 ms
MOT transfer

1.4 s
transport

500 ms
squeeze evap.

400 ms
2D transfer

time720 K K mK
1 s

transport
1.6 s

resonator evap.
5 s

MOT
evap. & transfer

µK nK

(a)

(b)

(c)

Figure 4.1: Overview of the experimental cycle to create an ultracold 2D Fermi gas.
(red arrow) Fermionic 6Li atoms are ejected from the oven, decelerated in a Zeeman
slower and captured in a 3D MOT. After loading the MOT for about 5 s, we shift the
MOT (orange arrow) to transfer atoms to a deep optical dipole trap created by the stand-
ing wave of two counterpropagating far detuned (λ = 1064 nm) beams inside a high-
finesse cavity (purple). After evaporative cooling in this resonator (s. Fig. 4.2 for more
details), the gas is loaded into a far-off-resonant trap (FORT) which is focussed to the
resonator waist. (green arrow) By moving the focus position of the FORT the gas is
transported to the science chamber, where we apply magnetic offset fields of B ≈ 830G
close to the Feshbach resonance of 6Li to perform efficient evaporative cooling. Finally,
we create a two-dimensional system by squeezing the gas in a highly elliptical optical
trap (a,b) and transferring the gas into a single layer of a repulsive (λ = 532 nm) 1D
optical lattice (c). Adapted from [82].
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Figure 4.2: The cooling resonator. (top panel) CAD model of the in vacuo cooling
resonator. (bottom panel) Details of the updated resonator loading scheme. (a) We
load atoms from the MOT (red beams) into the standing wave of the resonator (grey)
by shifting the MOT to a position about 3 cm from the focal plane of the TEM00 mode,
where the increased radialwaist of about200−300µmensures a high transfer efficiency.
(b) We detune the secondary beam by a fixed frequency offset of ΔνAOM = 200 kHz,
which moves the standing wave at a velocity v = λΔνAOM ≈ 0.2m/s and transports
the atoms within ∼ 137.5ms to the focus of the resonator mode. (c) We switch off the
secondary beam completely and evaporatively cool the gas in this running wave trap
at an magnetic offset field of 300G by ramping down the power of the primary beam
by a factor of ∼ 100. (d) At the end of this evaporation the atoms are trapped inside
the FORT (red beam) and transported to the science chamber. Adapted from [82] with
minor modifications to account for the updated cooling protocol.
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Oven - Zeemanslower - 3D MOT

For the first part of our experiment, we employ a conventional com-
bination of a Zeeman slower and a 3D MOT.16 Our atom source is 16 For more details on laser cooling and

trapping see [98].provided by ∼ 1 g of 6Li with an isotopic purity of about 95% which
is placed inside our oven chamber and heated to a temperature of
∼ 400 °C. At this temperature, the solid lithium is melted and pro-
duces the required vapour pressure for a sufficient atom flow ejected
from the oven chamber [99]. To increase the number of atoms within
the capture range of our 3D MOT, we use a decreasing-field Zeeman
slower, which connects the oven chamber and the MOT chamber and
reduces the velocity of atoms from an initialmean value of about vth ≈
1000m/s. After loading the MOT for about 5 s, we accumulate about
∼ 1 × 108 atoms at a temperature somewhat above the Doppler tem-
perature TD ≈ 140µK, which is limited by the scattering rate Γ ≈
2π × 6MHz of the addressed D2 transition (s. Fig. 4.3).

Figure 4.3: Level diagram of the D1
and D2 transition in 6Li. Adapted from
[99].

The cooling resonator

Next, the atoms are transferred to a series of far detuned (λ = 1064 nm)
optical dipole traps, which have a significantly lower photon scatter-
ing rate Γ than the resonant MOT beams and thereby enable an effi-
cient evaporative cooling to reach quantum degeneracy. While this
large frequency detuning Δ significantly reduces the scattering rate
Γ ∝ I/Δ2, it also requires higher optical intensities I for the same trap
depth U ∝ I/Δ. In principle, sufficient trap depths of ∼ 1mK nec-
essary to directly load atoms from our MOT can be achieved using a
high-power ∼ 200W laser which is focused down to sufficiently small
spot sizes to increase the intensity.17 However, such a small spot size 17 see e.g. experiments with ultracold

6Li in the groups of Selim Jochim [100],
Markus Greiner [101] or Waseem Bakr
[102].

also implies a small overlap of the dipole trapwith theMOT and hence
a reduced transfer efficiency.

To solve these issues, our experiment features a novel high-finesse
in vacuo resonatorwhich enhances the intensity experienced by atoms
by a factor of ∼ 1000 and thereby eliminates the need for high power
lasers and enables high trap volumes for an optimal transfer efficiency
from the MOT.18 The cooling resonator was originally designed and 18 A similar cooling resonator scheme is

used in [103], which consists of a sin-
gle retroreflected laser beam and there-
fore does not enable atom transport to
the beam focus as implemented in our
setup.

implemented in [93, 104] and consists of two counterpropagating laser
beams (λ = 1064 nm)which form a standingwave in the TEM00 mode
between two curved mirrors, where atoms are trapped, transported
and cooled (s. Fig. 4.2). To achieve a high trap overlap for an opti-
mal transfer efficiency, we first load the atoms ∼ 3 cm off-center from
the waist of the resonator where the trap volume is larger. Finally, we
detune one of the laser beams to shift the lattice pattern and transport
atoms to the waist position, where we switch off one of the beams and
evaporatively cool the gas in a running wave trap.19 19 Due to large heating rates during the

transport, evaporative cooling was pre-
viously performed at the loading posi-
tion. During the course of this thesis,
we performed upgrades to the cooling
resonator setup (s. section 4.3) which
solved this issue and enabled the suc-
cessful implementation of the originally
intended protocol described in [93].



24

Transport to the science chamber

Manipulating and imaging our Fermi gas with a high resolution on
the order of the interparticle distance ∼ 1µm requires the use of high-
NA microscope objectives which generally have to be placed as close
to the atoms as possible. Furthermore, to utilize the broad Feshbach
resonance of 6Li for both efficient evaporative cooling and a tunable in-
teraction strength in the strongly correlated regime, we need to create
highmagnetic offset fields on the order ofB ≈ 1000G, which is simpli-
fied by bringing electromagnetic coils close to the atoms. We achieve
these requirements by transporting the gas from the MOT chamber
into a separate science chamber20, which offers excellent optical access20 We replaced the previously used

metal chamber with a glass cell (s. sec-
tion 4.2). This profound change in our
vacuum setup significantly improved
our single particle lifetime and enabled
the creation of 2D Fermi gases with
a temperature well below the critical
temperature for 2D superfluidity.

for our experiments and enables bringing the coils andmicroscope ob-
jectives close to the gas.

For the transport, we load the gas after evaporation inside the res-
onator into a tightly focused (wx,y ≈ 25µm)21 conventional far-off-

21 In this thesis, Gaussian beamwaists w
denote the 1/e2 radius of the intensity.

resonant trap (λ = 1064 nm), which due to the pre-cooling only re-
quires a moderate beam power of 4W to transfer ∼ 1 × 106 atoms into
the trap. For the transport, we use a lens mounted on a translation
stage to move the focus of the FORT and thereby transport the gas
from the center of the resonator mode to the heart of our experiment:
the science chamber.

Science chamber

Figure 4.4: High-resolution probing of
a 2D Fermi gas The 1D lattice (light
blue) is formed by interfering two ellip-
tical [wy × wz ≈ (400 × 40)µm] λ =
532 nm beams which intersect with an
opening angle of 10.4° and thereby cre-
ate a lattice with a spacing of 2.9 µm. We
load the gas (red) into a single layer of
this lattice to bring it into the 2D regime
and use twomicroscope objectives (only
lower objective is shown) to manipulate
and image the gas with a high resolu-
tion. Adapted from [82].

In the science chamber, we perform the last experimental steps to pre-
pare, manipulate and image 2D fermionic superfluids. To reach the
2D regime, we first transfer the gas from the FORT to a highly ellipti-
cal22 attractive (λ = 1064 nm) squeeze trap. By increasing the power

22 aspect ratio of the squeeze trap: wy ×
wz ≈ (400 × 10)µm

of the squeeze trap to ∼ 1W we compress the gas along the strongly-
confined direction to ∼ 1µm which finally enables us to load the gas
into a single layer of a strongly confining repulsive 1D optical lattice.
In this lattice, we achieve a maximal trap frequency along the z direc-
tion of ωz ≈ 2π×12kHzwhich exceeds the typical energy scales of our
gas set by its temperatureT and chemical potential μ and therefore en-
ables us to realize a 2D Fermi gas.23 During these preparation steps,

23 More details on the creation manipu-
lation and detection techniques for our
ultracold 2D Fermi gases are given in
chapter 5.

we apply magnetic offset fields around B ≈ 830G close to the Fes-
hbach resonance of 6Li to perform efficient further evaporative cool-
ing inside the FORT and squeeze trap and thereby reach temperatures
of our 2D gas on the order of T/TF ≈ 0.03, which is well below the
predicted critical temperature for 2D superfluidity[62]. Finally, we
use two high-resolution (NA = 0.62) microscope objectives placed
directly above and below the upper and lower windows of the glass
cell to both project arbitrary potentials and image the gas with a reso-
lution on the order of the interparticle distance (s. Fig. 4.4).
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4.2 Replacing the metal science cell by a glass cell

Figure 4.5: The new glass science cell.
Shown is the glass cell after integra-
tion into the experiment before the sur-
rounding coils and breadboards were
reinstalled. The paper sheet was used to
align the pilot beam which is both cen-
tral and orthogonal to both upper and
lower glass cell windows and is used for
the subsequent microscope alignment.

Abasic requirement for experiments with ultracold atom experiments
is the realisation of an ultra-high vacuum with a typical pressure on
the order of 1 × 10−11 mbar to minimise the probability of collisions
with the background gas. Well after the initial construction of our ex-
perimentwe realized that this requirementwas notmet for our science
chamber. Measurements of the single particle lifetime24 τ showed that

24 A measure for the pressure P ∝
1/τ inside an ultra high vacuum system
is the single-particle lifetime τ [105],
which quantifies the loss in atom num-
ber N(t) = N0e−t/τ due to collisions
with the background gas.

the pressure inside the science chamber (τ ≈ 8 s) was increased by al-
most a factor of 20 compared to the pressure inside the MOT chamber
(τ ≈ 160 s) (s. Fig. 4.6). Remarkably, we also observed that this re-
duced lifetime was accompanied by a significantly increased heating
rate of gases with strong interactions. In particular, we found that the
lifetime of molecular condensates was an order of magnitude smaller
than the corresponding single particle lifetime and thereby posed a
major limitation on the minimal achievable temperatures in our ex-
periment [95].

To find the origin for the insufficient vacuum in our science cham-
ber, we first ruled out the possibility of a leak in our metal chamber
by performing helium leak testing. Eventually, we concluded that the
poor vacuum in our science chamber was caused by an insufficient
pumping rate for our metal chamber due to the narrow CF16 connec-
tion to the MOT chamber and substantially higher outgassing rates
than expected.25 25 The surface outgassing

rate of untreated steel of
1 × 10−10 mbarL/(s cm2) for our
metal chamber with an area of ∼ 10 cm2

yields a total outgassing rate of
10 × 10−9 mbarL/s. Since the area of
the CF16 tube limits the pumping rate to
∼ 10 L/s we would expect a pressure in
our previously used metal chamber of
∼ 10 × 10−10 mbar. However, the metal
chamber was baked under vacuum at
∼ 150°, so the outgassing rate should be
lower than for untreated steel. Similar
observations were made in the group of
Silke Ospelkaus [106].

To solve this issue, we replaced themetal cell with a glass cell which
is expected to have a significantly lower outgassing rate compared to
the metal chamber. After this replacement, we observed a significant
increase of the single-particle lifetime to τ = (126 ± 12) s which is
comparable to the lifetime in the MOT chamber (s. Fig. 4.6). Eventu-
ally, this improvement of our vacuum in the science chamber reduced
the previously observed heating rates and thereby enabled us to reach
sufficiently low temperatures for 2D superfluidity required for the re-
alisation of a Josephson junction as described in part III.
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Figure 4.6: Improved single-particle
lifetime after replacing the metal cell
with a glass cell. Tomeasure the single-
particle lifetime τ1/e we prepare a non-
interacting Fermi gas at a magnetic off-
set field of 530G, measure the parti-
cle number N after holding the gas
for varying times t in an optical trap
and fit the decay in the particle num-
ber with an exponential function N ∝
exp(−t/τ1/e) (dashed lines). We ob-
serve a lifetime of τ1/e = (126 ± 12) s
in the glass cell (blue dots) which is
greatly increased from the lifetime of
τ1/e = (8.2 ± 0.7) s in the previously
used metal cell (red dots). For compari-
son, we show the decay in particle num-
ber inside the MOT chamber with a fit-
ted lifetime of (162 ± 18) s (light grey
line). The provided error values denote
the 1σ fit error.
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4.3 Improving the cooling resonator setup

The cooling resonator is a central component in our experiment which
enables direct optical trapping of atoms from the MOT without the
need for high power lasers.26 While the high finesse of the resonator26 For more details on the cooling res-

onator see [79, 93]. enables the realisation of high trap depths at moderate laser powers,
the corresponding narrow resonator linewidth of ∼ 80 kHz also im-
plies high demands on the laser frequency stabilisation. Furthermore,
a stable optical setup to couple the laser into the resonator is needed
for a reliable operation of the experiment.

The original cooling resonator setup did notmeet our overall stabil-
ity requirementswhich often led to undesired experimental downtime
and required adjustments on a daily basis. In this section, I describe
how we significantly improved the stability of the cooling resonator
which now does not require manual adjustments on a timescale of
several months. At the same time, wemanaged to implement the orig-
inally envisaged cooling scheme which was prevented in the original
setup due to heating during transport inside the resonator.

290 300 310

Driving frequency [Hz]

0

10

20

30

A
m

pl
itu

de
 [a

.u
.]

Figure 4.7: Mechanical resonance of
the resonator cavity. We acoustically
drive the resonator and measure the os-
cillation amplitude in the frequency of
the transmission resonance. Using a
Lorentzian fit we determine a resonance
frequency ofνac = 299.3Hz andFWHM
linewidth of Γac = 3.6Hz (red line).

4.3.1 Basic principle of the resonator

Anoverview of themain electrical and optical components of the cool-
ing resonator setup is shown in Fig. 4.8. In short, this setup enables
us to couple two laser beams into the resonator, and stabilize and con-
trol their respective frequency and power for loading, transport and
evaporative cooling as described in the previous section.

Measuring frequency and amplitude

The basic requirement for the frequency stabilisation is to control the
frequency ν of the laser to match one of the cavity resonances ν0 well
within their respective linewidth of Γ ∼ 80 kHz.27 We achieve this27 In principle, this stabilisation can also

be done by using piezos to tune the
cavity resonance to match the laser fre-
quency, but the option to control the
piezos was eliminated during the initial
construction of the experiment [93].

by employing a conventional Pound-Drever-Hall (PDH) stabilisation
scheme.28

28 While for a stable cavity the PDH
method can be used to reduce the
linewidth of a laser and reach extremely
low linewidths of 40mHz as demon-
strated in [107], the linewidth of our
laser is probably increased by the PDH
scheme due to the poor mechanical vi-
bration isolation of our resonator which
features a pronounced acoustic reso-
nance at 299Hz (s. Fig. 4.7).

Wemodulate frequency sidebands of ν±68MHz onto the laser us-
ing an electro-optical modulator, measure the light reflected from one
input coupler of the bow-tie cavity on a fast photodiode and mix this
signal with the same frequency νmix = 68MHz to create the DC error
signal ϵ(ν) ∝ ν − ν0 for the frequency lock (s. extra 4.1).29 Addition-

29 In practice, the mixing frequency νmix
has an adjustable phase ϕmix to max-
imise the error signal amplitude. Oc-
casionally, we observed a drift in this
optimal value of the phase which is
detrimental to the frequency stabilisa-
tion and needs to be adjusted.

ally, we measure the power inside the cavity using two slow photodi-
odes to control the respective power of the two beams and implement
a power threshold for the frequency lock which is needed to prevent
locking to higher cavity modes.
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Figure 4.8: The cooling resonator. Complete overview of themain electrical and optical
components of the cooling resonator. (A) Laser piezo and laser temperature PID loop.
The laser piezo has a large frequency tuning range of ±65MHz with a bandwidth of
∼ 100 kHz limited by piezo resonances, which require the installation of an additional
lowpass filter (42 kHz) for stable operation of the frequency lock. The PID is enabled for
a time interval Δt when both the transmission power exceeds the set threshold P1,min
and the lock is enabled via the control parameter Qlock. The slow temperature PID loop
with a bandwidth of ∼ 1Hz keeps the PID output within the center of its tuning range
and is realised by a sample/hold PID which is enabled by the control parameter Qs/h.
(B) Fast AOM frequency feedback loop. AnAOM in both resonator beams enables both
a fast proportional frequency feedback with a bandwidth of ∼ 1MHz and a power sta-
bilisation of the measured transmission power P1,act and P2,act to the set values of
P1,set and P2,set respectively. (C) Experimental upgrade of the resonator coupling
performed during the course of this thesis. The light of both resonator beams is cou-
pled into a photonic crystal fiber and subsequently passes through an optical isolator
to prevent detrimental feedback for the frequency lock. After trapping the atoms from
the MOT, we introduce a frequency offset νAOM,1 − νAOM,2 = 200 kHz to move the
atoms inside the standing wave to the waist position of the resonator mode. The power
Pref which measures the reflection of the primary resonator beam from the cavity to
generate the error signal (s. extra 4.1) is held at a constant value of Pref,set = 40µW
to maintain a constant error signal amplitude for optimal lock performance during the
subsequent evaporative cooling inside the resonator. Not shown in this illustration for
better readability are RF attenuators, amplifiers, couplers and additional low-pass and
high-pass filters. For more details on individual components see [79, 93].
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Extra 4.1: PDH error signal generation
The light reflected from the cavityPref consists of components at the
carrier frequency ν, which close to resonance enter the cavity and
obtain a frequency dependent phase shift, and the sidebands ν ± δν
which get rejected since δν > Γ exceeds the linewidth Γ ≈ 80 kHz
of the cavity and therefore have a constant phase shift of 180°. As
shown in [108], the reflected light therefore has a beat component
at the frequency δν

Pref ∝ ν − ν0
Γ sin(δν) (4.1)

which is proportional to the deviation of the laser frequency from
the cavity resonance. This signal is mixed with a frequency νmix =
δν to generate the DC error signal ϵ(ν).

Adjusting frequency and amplitude

We use the error signal ϵ(ν) as a feedback in our control loop to adjust
the laser frequency using three components: acousto-optical modula-
tors, the laser piezo, and the laser temperature.

The AOMs are used for a fast proportional frequency feedback and
placed in the primary and secondary beam path to add an adjustable
frequency offset around 108.5MHz to each beam in the first diffraction
order. In our feedback loop, this frequency offset is controlled by us-
ing the sum of our DC error signal and a fixed voltage as the input of
a fast voltage controlled oscillator30 (VCO) which transforms the ap-30 Mini-Circuits ZX95-200A+
plied DC voltage into a variable frequency of 145MHzwhich is finally
mixed with a νAOM = 36.5MHz reference to match the AOM center
frequency. This circuit realizes a fast proportional frequency feedback
with a bandwidth of ∼ 1MHz, which is limited by delays in the AOM
crystal 31 and the bandwidth of the electrical components. This fre-31 To achieve a high feedback bandwidth

of the AOM, it is crucial to have a small
beam close to the RF source in the AOM
crystal to minimise delays in the fre-
quency control due to acoustic wave
propagation.

quency feedback signal is split between the two AOMs which enables
us to introduce an additional frequency offset Δν = νAOM,1 − νAOM,2
between the two beams to translate the standing wave inside the res-
onator. Additionally, the power of each resonator beam can be ad-
justed using a voltage variable attenuator in the RF source for each
AOM.

We complement the fast proportional AOM feedback by a sepa-
rate PID loop in which the frequency is tuned by the laser piezo. In
this piezo feedback loop, we use our error signal as input for a con-
ventional PID controller and amplify the control output to match the
voltage range of the laser piezo. Compared to the AOM feedback, this
feedback loop provides a larger tuning range of±65MHz at a reduced
bandwidth of∼ 42 kHz limited by the response bandwidth of the laser
of 100 kHz. 3232 For a stable frequency feedback it is

very crucial to have a ∼ 42 kHz low pass
filter on the control output to suppress
the piezo resonances of the laser at fre-
quencies above the response bandwidth
of 100 kHz.

Finally, we use a slow laser temperature feedback loop on top of
the laser piezo feedback to keep the frequency of the resonator mode
within the tuning range of the piezo. This additional feedback layer is
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needed because the tuning range of the piezo is smaller than the free
spectral range ∼ 345MHz of the cavity.

4.3.2 Redesign of the resonator coupling

In addition to the correct frequency, the spatial profile of the incoming
light beam also has to match the resonator mode for a high coupling
efficiency. Previously, we directly guided the diffraction of bothAOMs
over a distance of ∼ 2m to the incoupling mirror of the resonator,
which suffered from a low coupling stability and therefore required
adjustments on a regular basis. To overcome this issue, we couple the
diffracted light of bothAOMs into two separate fibers 33, and place the 33 We use photonic crystal fibers which

are very well suited to handle a beam
power on the order of a few watt at
wavelengths of 1064 nm.

fiber output in the direct vicinity of the resonator (s. Fig. 4.8C). This
approach significantly improved the stability of our setup, which does
not require adjustments of the coupling on a timescale of months.

Furthermore, the fiber cleans the beam profile which greatly re-
duces the amount of rejected light which can be detrimental to the
lock performance. To further prevent any unwanted back reflections
we placed an optical isolator between the fiber outputs and the res-
onator. These isolators are crucial to prevent optical feedback result-
ing from fiber tip reflections which would interfere with the the error
signal and reduce the lock stability. In addition, a combination of a
cleaning cube with a λ/2 wave plate can be used to adjust the polar-
isation of the incoming light. In contrast to the results reported in
[93], we could not observe a significant dependence of the coupling
efficiency on the polarisation of the incoming light. 34 34 The polarisation dependence of the

coupling efficiency reported in [93]
probably resulted from the polarisation
dependent reflection of a mirror be-
tween the resonator and the transmis-
sion power photodiode.

4.3.3 Operation of the new cooling resonator scheme

𝑡𝑡 = 60 ms 80 ms 100 ms 120 ms 140 ms 

60 

Figure 4.9: Transporting atoms in-
side the resonator. By introducing
a frequency difference of 200 kHz be-
tween the resonator beams, wemove the
atoms inside the standing wave within
∼ 140ms to the waist position, where
the gas is subsequently evaporatively
cooled in a running wave trap and
loaded into the FORT for transport.

Previously, the originally intended operation of the cooling resonator
was prevented by a significant loss rate during transport, which was
suggested to arise fromparametric heating in the lattice potential [93].
The improvements of the frequency lock and the optical setup de-
scribed above finally enabled us to implement this originally envis-
aged scheme and achieve a stable operation of the resonator without
a single failed preparation in ∼ 10000 cycles corresponding to 2 days.

At the beginning of a typical experimental cycle, we lock the res-
onator within ∼ 1 s during the loading of the MOT.
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Figure 4.10: Measured particle number
N in dependence of the distance from
the resonator waist.

To achieve a high fidelity of this locking process, it is crucial to
have a lock block, which enables the frequency stabilisation only for
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sufficiently high transmission powers and thereby prevents the unde-
sired locking of the laser to higher resonator modes. In practice, this
lock block compares the measured primary beam transmission power
P1,act during the frequency scan with an adjustable threshold P1,min
and enables the lock for a certain time window Δt once P1,act exceeds
P1,min.3535 We realized that it is helpful to intro-

duce an adjustable time interval Δt for
which the lock is enabled after reaching
the power threshold for optimal opera-
tion. This time interval increases the du-
ration for which the lock is enabled dur-
ing the frequency scan and thereby im-
proves the frequency lock fidelity.
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Figure 4.11: We determine the trap
depth at the focus position of the res-
onator inside a running wave. The trap
depth is determined by measuring the
light shift caused by the trapping poten-
tial. The primary resonator beam power
denotes the measured power before the
input mirror.

To load atoms into the resonator, we stabilise the power of each in-
coming resonator beam to ∼ 1W, compress the MOT and shift it to a
position about ∼ 3 cm off-center from the waist of the resonator. At
this transfer position, the waist of the resonator beams is increased
from its minimal waist of w0 = (20 − 30)µm to w = (200 − 300)µm
which ensures a larger overlap with atoms inside the MOT and there-
fore increases the transfer efficiency.36 We then introduce a frequency

36 A satisfactory operation of the res-
onator requires an additional overhead
in the maximal available power of ∼
0.5W to further suppress noise with the
laser power control and enable a suffi-
ciently large buffer to fluctuations of the
fiber coupling efficiency.

difference ΔνAOM = νAOM,2 − νAOM,1 = 200 kHz between the res-
onator beams to move the standing wave at a speed of ∼ 0.2m/s and
transport the atoms within 137.5ms to the waist position of the res-
onator mode, where the secondary beam can be switched off com-
pletely (s. Fig. 4.9).37 To reduce the initial acceleration during this

37 The introduced frequency detuning
ΔνAOM > Γ reduces the transmission
power due to the limited linewidth Γ ≈
80 kHz of the resonator.

transport we linearly increase the frequency difference to its maximal
value ΔνAOM within 100µs.

Finally, we apply amagnetic offset field of 300G and perform evap-
orative cooling at the waist position in the remaining running wave of
the primary beam. Due to the increased intensity in thewaist position,
we need to decrease the power of the primary beam from 1W down
to ∼ 10mW for evaporation.

To keep the laser locked to the cavity while reducing the power by
a factor of ∼ 100, we use an AOM to keep a constant reflected light
power of 40µWdirectly in front of the reflection PDand therebymain-
tain the error signal amplitude during evaporation.



5 NOVEL METHODS FOR THE PREPARATION
AND CHARACTERISATION OF ULTRACOLD 2D FERMI GASES

In this chapter, I describe in more detail our realisation and characterisation of
ultracold 2D Fermi gases. Particular focus is given on our implementation of
novel methods ranging from a stable single-layer preparation to the projection of
tailored optical potentials, a calibration of absorption imaging and finally mea-
surements of the momentum distribution. Parts of these results are published
in

K. Hueck, N. Luick, L. Sobirey, T. Lompe, H. Moritz, L. Clark, and C. Chin,
Opt. Express 25, 8670 (2017)

and the supplementary materials of

K. Hueck, N. Luick, L. Sobirey, J. Siegl, T. Lompe, and H. Moritz,
Phys. Rev. Lett. 120, 060402 (2018).

For both publications, I contributed to the conception and conduction of exper-
iments, the interpretation of our results and the writing of the manuscript.

5.1 Preparing a single-layer ultracold 2D Fermi gas

Figure 5.1: Optical lattice setup to cre-
ate 2D Fermi gases. We create our op-
tical lattice by the interference of two
(λ = 532 nm) beams which interfere in
the center of the glass cell at the position
of the atoms (green beams). Shown is
the setup before integration into our ex-
periment. Figure adapted from [109].

Werealise our 2D Fermi gases by loading atoms into a repulsive 1D op-
tical lattice with a lattice spacing of llatt ≈ 2.9µm, which is created by
the interference of two blue-detuned (λ = 532 nm) beams intersecting
with an opening-angle of 10.4° (s. Fig. 5.1). We achieve typical trap
frequencies along the strongly confined direction of ωz ≈ 2π × 12 kHz
(s. Fig. 5.4) which exceeds the chemical potential μ and temperature
T of our system and thereby brings our gas into the 2D regime (s.
Fig. 3.1). To deterministically load into a single layer of this optical
lattice, we transfer our atoms from the FORT into a highly elliptical38 38 1/e2 waists of the squeeze trap:

wy × wz ≈ (400 × 10)µmred-retuned (λ = 1064 nm) squeeze beam and increase its power to
compress the gas along the z direction to a size of about 1µm. Since
this size of the cloud is smaller than the lattice spacing, we can load
into a single layer of our lattice by aligning the vertical position of the
squeeze trap with a minimum of the optical lattice (s. Fig. 5.2A). Al-
ternatively, by aligning the position of the squeeze with a maximum
of the lattice potential we can create two adjacent layers with equal
population (s. Fig. 5.2B). This alignment process requires an accu-
rate control over the position of the squeeze trap which we achieve by
using piezo-actuated mirrors in its beam path.

A B

Figure 5.2: Illustration of single and
double-layer loading. The squeeze trap
(orange) is aligned with (A) a mini-
mumor (B) amaximumof the repulsive
optical lattice potential (green) to create
a single or double-layer system respec-
tively. Figure adapted from [79].

5.1.1 Detecting the occupation of individual layers

We verify the preparation of a single or a double-layer system by de-
tecting the occupation in individual sites. While such a detection usu-
ally requires a high-resolution imaging systemor stablemagnetic field
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Figure 5.3: Single and double-layer
loading and detection (a) We deter-
mine the occupation of individual lay-
ers in our lattice by flashing on the
squeeze potential which separates adja-
cent layers after time of flight. (b) Ab-
sorption images of a double-layer (left)
and single-layer (right) configuration.
Adapted from the supplementary mate-
rial of [96].
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gradients for a precise RF addressing of individual sites, we here show
that a simplematterwave focusing technique can be used to determine
the occupation in each layer of our lattice.

To resolve individual occupations we suddenly switch off the lat-
tice, let the cloud expand for 50µs and flash on the squeeze trap again
for a short time of about 18µs. This flash gives individual sites a rel-
ative momentum to each other, which we resolve by imaging the sys-
tem orthogonal to the kick direction after a short time of flight of 1ms
(s. Fig. 5.3B). This method enables us to detect the occupation in
each layer with a high fidelity. In particular, we observe that for a
fully thermalizedmachine our single and double-layer preparation re-
mains stable over a timescale of hours (s. Fig. 5.5). To achieve a more
robust loading under less reproducible conditions, we implemented
an active feedback mechanism that detects the occupation of individ-
ual layers as described above and adjusts the vertical alignment of the
squeeze trap accordingly. Using this feedback scheme we achieve a
robust preparation of 2D Fermi gaseswhich does not require anyman-
ual alignment on a timescale of days as required for themeasurements
presented in part III of this thesis.

0 100 200 300

A

15 20 25 30

B

Figure 5.4: Trap frequency mea-
surements. (A) We prepare a non-
interacting double-layer system and
briefly apply our squeeze trap to excite
both a center of mass and a compres-
sion mode in each layer. Since our
squeeze trap kicks each layer in oppo-
site directions we can also detect the
center of mass mode in the width of
the cloud after expansion. We fit the
resulting beat with a sum of oscillations
at frequencies of ν01 = (12.4 ± 0.1) kHz
and ν02 = (23.3 ± 0.1) kHz, which
correspond to the center of mass mode
and the compression mode respectively.
The frequency of the compression mode
is ν02 < 2ν01 due to the anharmonicity
of our trapping potential. (B) We mod-
ulate the intensity of our lattice potential
for varying frequencies and measure
the width of the cloud after a short TOF.
We observe a pronounced maximum
corresponding to the frequency ν02 of
the compression mode.

5.1.2 Experimental verification of the 2D regime

To demonstrate that we have indeed realized a 2D system we have to
show that the system occupies only the ground state along the tightly
confined direction of our lattice potential. While in principle informa-
tion about the occupation of higher transverse states could be obtained
from in-situ measurements of the density distribution, resolving oc-
cupation numbers from such a measurement would be very challeng-
ing due to the very small length scales of the system on the order of
the harmonic oscillator length of lz ≈ 400 nm. Instead, we follow the
approach established in [110] and access information about the occu-
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(d) Figure 5.5: The occupations Nu, Nc,
and Nl in the upper, central, and lower
layer remain stable over a time scale
of hours for both the single-layer (left
panel) and double-layer (right panel)
configuration. Figure adapted from the
supplementary material of [96].

pation of transverse oscillator states by time of flight measurements.
We prepare Fermi gases with densities ranging from n = 0.2/µm2 to
n = 1.5/µm2, suddenly switch off the lattice and measure the width
of the cloud along the previously strongly confined direction after a
short time of flight (s. Fig. 5.6).

0 0.5 1 1.5

7.5

8

8.5

9

9.5

Figure 5.6: Verification of the 2D
regime We prepare an interacting 2D
Fermi gas at a magnetic offset field of
B = 1020G with varying densities,
switch off the trap and measure the
width of the cloud after a short ex-
pansion time. Below a critical density
of n0 ≈ 0.7/µm2 the width saturates
towards a density independent value
which shows that all particles occupy
the vertical ground state of the lattice
potential.

Once the chemical potential of our system reaches the oscillator
spacing we expect a population of the first excited state which should
lead to a broadermomentumdistribution and hence an increase in the
density distribution after time of flight. Indeed, we observe that the
width of the cloud remains constant up to some critical density39 of

39 This critical density corresponds to a
critical Fermi energy of EF,0 ≈ 7.4 kHz
which is reduced from its theoretical
maximum of EF,0 = ℏωz due to the fi-
nite temperature of T/TF ≈ 0.3 in this
measurement.

n0 ≈ 0.7/µm2 and then starts to increase for higher densities as higher
oscillator states are populated. This measurement clearly shows that
for sufficiently low densities we can realise an interacting 2D Fermi
gas with a vanishing occupation of higher transverse states.

Figure 5.7: First study of criteria for 2D
kinematics reported in [110]. Analo-
gous to our measurement shown in Fig.
5.6 the cloud width after release from
the confinement is measured for various
particle numbers N for (a) lz/a3D = 0
and (b) lz/a3D = −0.7. Adapted from
[110]

Extra 5.1: Do strong interactions break 2D kinematics?
For sufficiently high trap frequencies, ℏωz > EF > μ we would ex-
pect to remain in the 2D regime in the entire BEC-BCS crossover
since the chemical potential cannot exceed the Fermi energy. How-
ever, it is under debate if this simple criterion is accurate in the
strongly interacting regime where ln(kFa2D) ≈ 0. While some ar-
gue that in this strongly correlated regime where a3D > lz one
should realize a true 2D system where scattering processes are also
two-dimensional [81], others argue that the diverging scattering
length inevitably leads to a dominant contribution of higher excited
states and hence a breakdown of 2D kinematics even for a chemical
potential μ ≪ ℏωz well below the oscillator spacing [111]. While
time of flight measurements for a strongly interacting 2D Fermi gas
are available to support the claimed breakdown of 2D kinematics
(s. Fig. 5.7) [110], it was recently argued that this data could also
be interpreted in terms of an increased role of interactions during
the expansion of a superfluid [80]. In fact, even for a system in
the transverse ground state interactions during the initial expansion
dynamics would lead to a density dependent change of the cloud
width after time of flight. So far, the question if strong interactions
break 2D kinematics is an important unresolved issue [80] which
deserves further experimental investigation.
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Figure 5.8: Generation of the ring po-
tential. The ring potential is gener-
ated by a setup of two lenses and three
axicons with different opening angles.
The two lenses image the fiber tip onto
an intermediate image plane (red dot-
ted line), which is then imaged onto
the atoms using a high resolution ob-
jective (not shown). The first axicon
splits the beam into a ring beam which
is then optically inverted by the combi-
nation of a second axicon and the sec-
ond lens. After this optical inversion
the steep part of the split Gaussian beam
faces towards the center of the ring. The
movable third axicon collimates the ge-
ometry of the ring with a variable diam-
eter. Adapted from the supplementary
materials of [96].
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5.2 Projecting tailored potentials

Here, we present how we use our high-resolution microscope objec-
tive to project tailored optical potentials onto our 2D Fermi gas which
enables us to manipulate the density and phase of our gas on the or-
der of the interparticle distance. This capability enables us to create
steep box potentials and narrow tunnelling barriers required for the
realisation of homogeneous systems and Josephson junctions in our
2D Fermi gas.

5.2.1 Optical ring potential

So far, experiments with 2D Fermi gases were performed in harmonic
traps, which gives rise to an inhomogeneousdensity distributionwhich
can be a limiting factor for the creation and characterisation of many
body states [78]. Recently, these issues were overcome by trapping
atoms in a box potential which results in gases with a uniform den-
sity distribution [112–114]. We create the first homogeneous 2D Fermi
gases with our setup by projecting a repulsive optical ring potential
onto our 2D gas.

Figure 5.9: Characterizing the box po-
tential. A cut (b) through an image of
the ring potential (a) reveals the steep-
ness of the potential wall. The poten-
tial can be approximated by a power law
fit V(x) ∝ x87±4. Figure and caption
adapted from the supplementary mate-
rials of [96].

In principle, such ring potentials can be generated by imaging a
mask, which blocks large parts of the beam and is therefore less power
efficient. Instead, we follow an approach similar to the one described
in [114] and create the ring potential using axicons, which enables us
to guide all of the incoming light into a ring shape and thereby realise
high intensities in the walls at a moderate beam power. In contrast
to the setup presented in [114], our optical setup uses a set of three
axicons and lenses (s. Fig. 5.8) which enables the creation of steep
potential walls on the inside of the ring potential (s. Fig. 5.9). For
more details on the design, implementation and characterisation of
our ring potential setup see [79].

5.2.2 Projecting tailored potentials using digital micromirror devices

Digital-micromirror-devices (DMD)are uniquely suited tomodify the
spatial intensity profile of light, and have therefore become a well-
established experimental tool to generate arbitrary potentials for ul-
tracold atoms. For the experiments presented in this thesis, we use
two separate DMDs40 which are both illuminated with λ = 532 nm40 Texas Instruments DLP6500FYE
light and directly imaged onto our 2D Fermi gas with a demagnifi-
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cation of ∼ 50. This setup enables us to create a variety of repulsive
potentials ranging from box potentials to narrow tunnelling barriers
and sharp potential steps, which we use to realize homogeneous sys-
tems, Josephson junctions and control the local phase of our system.
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High resolution digital micro-mirror devices (DMDs) make it possible to produce nearly arbitrary
light fields with high accuracy, reproducibility, and low optical aberrations. However, using these
devices to trap and manipulate ultracold atomic systems for, e.g., quantum simulation is often compli-
cated by the presence of kHz-frequency switching noise. Here we demonstrate a simple hardware
extension that solves this problem and makes it possible to produce truly static light fields. This
modification leads to a 47 fold increase in the time that we can hold ultracold 6Li atoms in a dipole
potential created with the DMD. Finally, we provide reliable and user friendly APIs written in Matlab
and Python to control the DMD. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4973969]

The ability to generate arbitrary light fields is of interest
to areas ranging from movie projection to quantum simula-
tion with ultracold atoms. The digital micro-mirror devices
(DMDs) developed by Texas Instruments for video projectors
have made it possible to manipulate sub-micron sized systems
of ultracold atoms with light potentials via holographic beam
shaping1 and direct imaging.2,3 Highlights include the single
site addressing of atoms in optical lattices to enable, e.g., the
observation of quantum mechanical random walks4 and the
measurement of excitation spectra.5

The micro-mirror devices available on the market cover
a vast range of features and characteristics, but most are
oriented towards video projection applications. Since most
DMDs are not specifically designed to be used in a quantum
optics context, nearly all devices lack essential features for the
quantum optics end user, e.g., the option to control the timing
of the mirror switching.

DMDs typically consist of 1–4 × 106 mirrors mounted
on microscopic torsion springs above a static random access
memory (SRAM) cell. Each mirror can be pivoted by typically
24◦ about a central support post via two electrodes which keep
the mirror in either its on- or its off -position. The endpoints
of the states are fixed by landing pads which provide a well
defined stop to the switched mirror. The state of the mirror
is governed by the state of the SRAM bit beneath it. When
a mirror clocking pulse (MCP) addresses a particular pixel
group, every pixel in this group is released and subsequently
settles to the state of the SRAM within 3 µs–5 µs. The state of
the mirrors when they are released during the MCP is termed
the flat-state.

If the mirrors remain in the on- or off -state too long,
the mirrors can either get stuck on the landing pads due to
surface adhesion or deform due to the applied stress. For these
reasons, DMD manufacturers usually implement a switching
cycle which applies the MCP every clock cycle, even if the
SRAM has not been updated.

a)khueck@physik.uni-hamburg.de

This switching becomes apparent when a 532 nm laser
beam is reflected off the DMD with all pixels set to the on state
and monitored by a photo-diode.6 The measured power vs.
time is shown by the blue solid line in Fig. 1. The device under
test is a Texas Instruments (TI) DLP6500FYE7 implemented in
the Lightcrafter EVM 6500 kit. The DMD features a resolution
of 1080p, a maximum pattern rate of 9.527 kHz, and a mirror
pitch of 7.6 µm. Chips of this type are commonly used for
quantum optics and quantum gas experiments as well as for
spectral line-shaping of ultra-short light pulses.

As we show in Fig. 2, the influence of this kHz-frequency
mirror switching has detrimental effects in a quantum gas
context: atoms trapped in a dipole trap formed by the reflection
off the DMD surface are heated out of the trap due to the
modulation of the dipole trap caused by the switching. This
is rarely a problem for heavy atoms such as Rb where the
intrinsic time scales of the system are much slower than the
switching frequency of the DMD.3 However, it can lead to
severe limitations when dealing with light atoms such as Li
where time scales on the order of 100 µs are common. In the
following we show how a simple hardware modification makes
it possible to disable this switching, increasing the trapping
time by a factor of 47.

FIG. 1. Reflection signal of the DMD with applied mirror clocking pulse
(MPC) (blue line) and with the MCP pulled to ground (red line). In the latter
case, the mirrors are not switched back to their flat-state every 105 µs and the
generation of time stable light fields becomes possible. The inset shows one
single switching event where additional spurious mirror ringing is visible.
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FIG. 2. Loss rate of ultracold 6Li atoms. (a) Sketch of the experiment. The
Fermi gas with a Fermi energy of about EF/h = 10 kHz is trapped radially
by a repulsive potential created by 532 nm light reflected off a DMD. (b)
The lifetime is enhanced by a factor of 47 (blue circles) when the flicker
of the DMD mirrors with 9.5 kHz is disabled as compared to the case where
the mirrors flicker (red triangles).

Two strategies are available to suppress the switching
noise. The first is to apply a modification to the firmware
of the TI DLPC900 sequencer chip which controls the
DMD or replace this chip with a field-programmable gate
array (FPGA) with custom firmware. The latter route has
been taken by different companies.8 It either requires access
to the source code of the sequencer chip or considerable
expertise in programming FPGAs. Though possible, this
route is challenging because the DLPC900 firmware is not
freely available, and sufficiently high performance FPGAs are
expensive and the implementation is technically challenging.
The alternative route, followed in this paper, is to access the
desired signals at the hardware level in order to control the
mirror switching.

To do this, we interrupt the mirror clocking pulse (MCP)
between the sequencer chip and the actual DMD, effectively
freezing the DMD mirrors in their present position. To load the
next pattern from the sequencer chip to the DMD, the MCP is
restored for a short time. This strategy is implemented using
a simple external circuit interrupting the MCP, but only when
instructed to do so by a readily available output-trigger of the
sequencer. This output-trigger indicates when new patterns
are about to be loaded and when loading is finished. A block
diagram of the setup is shown in Fig. 3.

The external circuit interrupts the MCP by pulling it
to ground when needed. This is realized by a MOSFET
with low on-resistance (e.g., BSS138CT-ND) connecting the
strobe pin DADSTRB/AF59 of the DLPC90010 to ground.
The DLP6500FYE loses the MCP and the mirrors freeze in
their previous state (later on referred to as stop). When the
ground connection is released, the MCP is routed towards
the DMD again and the mirrors can switch freely (later on
referred to as go). The sequencer’s behavior is not affected by
the fact that the DMD is missing its MCP during stop phases.
In principle, shorting a signal to ground can pose an electrical
danger to the integrated circuits. Since the MCP trigger pulses
are only nanoseconds long, the effective mean current shorted
to ground is minute.

FIG. 3. Schematic of the hardware extension used to interrupt the MCP.
The MCP can be pulled to ground via a MOSFET (red dashed-dotted line).
The exact timing is determined via the “Trigger Out 1” signal generated
by the DLPC900 (red dashed line). Whether or not the MCP should be pulled
to ground can be set by a TTL signal coming, e.g., from the control computer
(gray dotted line). The inset shows the hardware implementation.

The control signal which sets the stop and go could be
provided by any suitable logic signal. Here we use the “Trigger
Out 1” signal of the sequencer chip: the DLPC900 allows us
to define its timing and polarity such that immediately after
the sequencer displays a new pattern, the trigger is pulled high
(stop) and only returns to a low (go) state 20 µs before a new
pattern will be displayed. Therefore, the sequencer is capable
of updating the pattern since during that time the MCP is
routed towards the DMD.

As there are no data publicly available regarding the level
of degradation of the DMD with exposure times longer than
4 s, an adjustable interlock circuit has been added to the
system. It monitors the timespan during which the state is set
to stop. If this timespan is longer than a certain interval, the
MCP is routed back to the DMD for at least two MCP cycles.
This precaution avoids freezing the mirrors for dangerously
long times. The scheme outlined above should be adaptable to
DMDs other than the Lightcrafter EVM 6500 used here.

The effectiveness of the presented hardware modification
of the EVM 6500 board is shown by measuring the atom
loss rate in a quantum gas experiment. High loss rates are
detrimental as they limit the trapping time and introduce
decoherence into the system.

The hardware modification has a huge impact on the
ability to trap atoms, as we demonstrate by a loss rate
measurement: A cloud of 20× 103 6Li atoms is radially
confined in a box type potential. To do so, the DMD displaying
a ring pattern is illuminated with 532 nm light. The resulting
intensity distribution is imaged onto the atoms, see upper panel
of Fig. 2, resulting in a repulsive potential. Axial trapping is
provided by either a highly elliptical dipole trap11 or an optical
lattice potential. Two measurements are performed to quantify
the effect of the mirror flickering. First, the mirrors are not
frozen, the MCP is routed towards the DMD (red triangles
in Fig. 2), and atom numbers are measured via absorption
imaging after a variable hold time. In the second measurement,
the mirrors are frozen (blue circles in Fig. 2). The solid lines
represent fits of the form f (t) = exp(−t/τ) to the two datasets.
The extracted lifetimes τ are 0.18(3) s and 8.59(136) s for the

Figure 5.10: Reflection signal of the
DMD with applied mirror clocking
pulse (MCP) and with the MCP pulled
to ground (red line). The lifetime of
a gas trapped inside light reflected of
a DMD is greatly enhanced when the
flicker of the DMD mirrors is disabled.
Figure and caption adapted from [115]

By using two separate DMDswe achieve a greater dynamic control
over time dependent potentials. To dynamically change the poten-
tial in time, we display separate patterns on each DMD and control
the power of the illuminating light on each DMD individually, which
enables us to smoothly change between images. While in principle a
single DMDwould be sufficient to change the potential in time by dis-
playing a series of images, the switching between images is only pos-
sible at a rate of ∼ 10 kHz which would be limiting for experiments
that require fast changes on a timescale of ∼ 1µs. In addition, this
switching between patterns is accompanied by a short 1µs time inter-
val in which the display is in an off-state. Since this flickering noise
would lead to heating and is already a problem for static potentials,
we have developed a method to stop the intrinsic refresh rate of each
DMDand create static low-noise potentials (s. Fig. 5.10). Formore de-
tails on the design, implementation and characterisation of our DMD
setup see [79].

5.3 Calibrating high intensity absorption imaging

Absorption imaging is a well-established experimental technique to
gain quantitative information about the density distribution of cold
atom systems. The basis for this imaging method is the absorption of
resonant light by atoms, which creates a shadow that is imaged onto
a camera and translated to an absolute density by comparing the in-
coming and outgoing intensities Iin and Iout. For low intensities, the
relation between incoming and outgoing light intensity takes a simple
logarithmic form as described by the Beer-Lambert law

σ0n2D = − ln(Iout
Iin

) , (5.1)

and the 2D density n2D can be extracted from the ratio Iout
Iin

and the
scattering cross-section σ0. However, this low-intensity regime gen-
erally corresponds to very few scattered photons which is not ideal
for an optimal signal-to-noise ratio and generally not suited for opti-
cally dense systems. To overcome these issues, we perform absorption
imaging at high intensities I ≈ Isat, where the saturation of the optical
transition leads to the more general relation for the density

σ0n2D = − ln(Iout
Iin

) + Iin − Iout
Ieff
sat

, (5.2)

which is modified compared to eq. 5.2 by an additional linear term
determined by the ratio I/Isat of the intensity relative to the saturation
intensity Isat. While in principle, the ratio I/Isat can be determined
by using the absolute value for Isat = 2.54mW/cm2, estimating the
absolute light intensity I at the position of the atoms suffers from sys-
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Figure 5.11: Calibrating the imaging
beam intensity for high-intensity ab-
sorption imaging. We use our imag-
ing beam to illuminate our cloud for
a short time of 1µs and measure the
momentum transferred onto the atoms
from the flight distance of the cloud af-
ter a short time of flight. We observe
that the flight distance and hence the
rate of scattered photons per atom satu-
rateswhich is used to calibrate the inten-
sity I of our imaging beam in units of the
saturation intensity Isat. Figure adapted
from [116].
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Fig. 1. Sketch of the experimental setup: a) Absorption imaging of a cloud of ultracold

atoms trapped inside a vacuum chamber. Imaging of the cloud is possible along two axes,

the main axis (z-axis) and an auxiliary imaging axis (x-axis). By flashing on the main

imaging beam, the atoms accelerate in z-direction. After some time of flight their position

is recorded with the auxiliary imaging. b) Density distributions after 80 µs time of flight

imaged along the auxiliary imaging direction. The flight distances shown in c) are extracted

from the images and plotted as a function of the intensity of the imaging pulse, which is

measured on the main imaging camera. From the saturation of the flight distance we can

determine the count rate on the main imaging camera which corresponds to the effective

saturation intensity.

tematic uncertainties. Furthermore, to account for potential imperfec-
tions in the imaging caused e.g. by mismatches in the polarisation,
both the scattering cross section and saturation intensity have to be
replaced by effective values σeff = σ0/α and Ieff

sat = Isat/α determined
by some scaling factor α ≥ 1, which is not a-priori known. Finally, an
additional complication in the high-intensity regime with many scat-
tered photons per atom is the accumulated Doppler shift of each atom
which is particularly relevant for light elements such as 6Li.

Here, we present a novel calibration method for high-intensity ab-
sorption imaging which overcomes the issues described above. The
central idea behind our method is to measure the momentum trans-
ferred from the imaging beam onto the atoms as a reference for the
scattering rate to calibrate the saturation intensity Isat and the scaling
factor α. To measure the momentum transferred onto the atoms we
record the flight distance along the propagation of the imaging beam
a short time after the illumination (s. Fig. 5.11). We repeat this mea-
surement for varying imaging intensities and observe that the flight
distance and hence the scattering rate saturates for large intensities
according to

γ = Γ
2

s0
1 + s0

(5.3)

from which we extract the intensity of our imaging beam in units of
the recorded count rate csat on our camera. To obtain the scaling fac-
tor α, we first set the polarisation of our imaging beam to σ+, which is
orthogonal to our addressed σ− transition, and measure the residual
scattering rate at high beam intensity I+ >> Isat. Afterwards, we set
the polarisation back to σ− and find the value I− which corresponds
to the same scattering rate. We obtain a ratio I+/I− ≈ 0.004 which
corresponds to a polarisation purity of 99.6% and we can therefore set
α = 1. Additionally, we use themeasurement of the scattering rate de-
scribed above to calibrate a frequency chirp during the imagingwhich



novel methods for the preparation and characterisation of ultracold 2d fermi gases 37

compensates the accumulated Doppler shift and enables us to main-
tain an optimal photon scattering rate for imaging pulse durations up
to ∼ 10µs. For more details on our calibration of high intensity ab-
sorption imaging see appendix A and [116].

5.4 Measuring the momentum distribution using matter wave focusing

After we have shown how to prepare 2D Fermi gases in various ge-
ometries and accurately determine the density of such systems, we fi-
nally show how to measure its momentum distribution. The momen-
tum distribution n(k) of a quantum system is of fundamental inter-
est, because it contains information about the phase of the superfluid
order parameter Ψ, which is not detectable in single in-situ measure-
ments of the density n = |Ψ|2. In particular, for our 2D Fermi gas the
momentum distribution n(k) is used to observe Pauli blocking in mo-
mentum space (s. part II), access the phase difference of Josephson
junctions (s. part III) and could enable future studies of the degree of
phase coherence as a probe for BKT physics.

A well-established technique to measure the momentum distribu-
tion of ultracold gases is to release the gas from the trap and recon-
struct the momentum of particles from their position after a certain
time of flight. Commonly, such time of flight measurements are per-
formed in the presence of anunderlying harmonic trapV(r) = 1

2 mω2
r r2,

in which case the momentum distribution can be directly obtained
from the density distribution n(r, t) after a time t = T/4

ñ(k) = l4r n(r = kl2r , t = T/4), (5.4)

where the scaling factor is determined by the harmonic oscillator length
lr = √ℏ/mωr andT is the oscillation period in the harmonic potential.
Recently, such matter wave focusing41 measurements were applied to 41 Matter wave focusing can be under-

stood as a direct analogy of coherent
light propagation through a lens, since
the light distribution in the focal plane of
a lens is determined by the Fourier trans-
form of the incident light field [117].

harmonically trapped 2D Fermi gases to observe pair condensation
[100] and to measure the decay of the first order correlation function
g1(r) = F.T.(ñ(k)) [78].

We apply matter wave focusing for the first time to homogeneous
2D Fermi gases trapped in a box potential as described in detail in
chapter 6. In contrast to harmonically trapped systems, the in-situ
density distribution in our box potential does not change when cross-
ing over from the bosonic to the fermionic limit (s. Fig. 5.12). Themo-
mentum distributions, however, show a dramatic difference between
these two regimes. On the BEC side we detect a narrow peak cor-
responding to the macroscopic occupation of low-momentummodes,
while for non-interacting fermions we detect a much broader momen-
tum distribution corresponding to a occupation of momentum states
up to the Fermi wave vector kF.

To extract quantitative information about the momentum distribu-
tion from thesemeasurements, we need to address two technical com-
plications that are common to time of flight measurements. First, in-
teractions betweenparticles during time of flight can significantlymod-
ify the detected momentum distribution. Second, switching off the
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Figure 5.12: Measurements of the in-
situ andmomentumdistribution in the
fermionic and bosonic limit. In our
box potential, the in-situ density distri-
bution is qualitatively similar for (a) a
non-interacting 2D Fermi gas and (c)
a gas of deeply bound dimers. We
extract the momentum distribution of
both systems using matter wave focus-
ing and observe (b) a broad distribution
in the fermionic limit and (d) a very nar-
row peak in the bosonic regime indicat-
ing the macroscopic occupation of low-
momentum modes.

trap leads to a rapid expansion along the strongly confined direction
which complicates the imaging of the systemwithin the depth of field
of our microscope objectives. In the following, we will present our
approach to address both issues. In particular, we show how a spin
removal technique can be used to eliminate interactions during the
initial expansion of an interacting 2D Fermi gas. Finally, we present
an optical slicing techniquewhich enables a full resolution of the finite
size limited momentum distribution in the bosonic limit.

5.4.1 Reducing the influence of interactions during time of flight

Parts of the following section have been adopted with minor modifications from
the supplementary materials of [96].

A central assumption in matter wave focusing to obtain the in-situ
momentum distribution n(k) according to eq. 5.4 is a free time evolu-
tion of the wave function, which is justified when the mean number
of scattering events per particle Nsc ≪ 1. While for 2D systems the
rapid initial expansion during matter wave focusing leads to a quick
decrease in the density and hence reduces scattering, there can still be
a significant number of scattering events in particular in the strongly
interacting regime [110]. To circumvent this issue previous experi-
ments with 2D Fermi gases used a rapid ramp of the magnetic field
deep into the bosonic regime, which results in the formation of deeply
bound dimers with a significantly reduced interaction strength [63].

Here, we present our implementation of an optical spin ejection
which quenches the gas to the non-interacting regime and thereby
enables us to measure the atomic momentum distribution ñ(k) and
the corresponding occupation f(k) of interacting 2D Fermi gases. To
eliminate the influence of collisions, we remove one of the spin com-
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(d)

(e)
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Figure 5.13: Influence of collisions
and transverse excited states on mat-
ter wave focusing. To prevent colli-
sions during matter wave focusing, we
remove state |↑⟩ using a resonant light
pulse. To verify that this pulse has
only negligible effects on atoms in state
|↓⟩, we compare measurements with
(a) and without (b) the pulse in a
non-interacting system. Line cuts (c)
through these images show that the
momentum distribution of state |↓⟩ in
a non-interacting system is not signif-
icantly altered by the optical removal
pulse. For an interacting system, we
map out the effect of collisions on the
measured momentum distribution by
waiting for a variable interaction time tk
between switching off the optical con-
finement and removing state |↑⟩. With
increasing tk, we observe a redistribu-
tion of momentum (d,f). For compar-
ison, the central occupation obtained
with tk = 0 in Fig. 6.4 (c) is marked
by red dashed lines. An additional
source for error is that for high 2D den-
sities, low momentum modes in higher
transverse levels become occupied. We
record the momentum distribution for
different in situ densities n̄ (e) and ob-
serve an increase in central momentum
occupation (blue diamonds, (g)) above
a density of n̄ ≈ 0.75/µm2. For com-
parison, we show our data from Fig.
5.6 (red crosses), which indicate an oc-
cupation of higher transverse states at
the same density. Figure and caption
adapted from the supplementary mate-
rials of [96].

ponents, thereby effectively projecting the system onto a free Fermi
gas. We accomplish this by illuminating the atoms in state |↑⟩ with a
resonant 2µs light pulse with an intensity of I = Isat before perform-
ing matter wave focusing. This removes the atoms in state |↑⟩ with a
1/e time constant of τ↑ ≈ 150 ns, whereas state |↓⟩ has a much longer
lifetime of τ↓ ≈ 70µs. Using a non-interacting Fermi gas, we verify
that the momentum distribution of state |↓⟩ is not significantly altered
by the light pulse (Fig. 5.13 (a-c)).

We then apply this method to an interacting system at B = 1020G.
We map out the influence of interactions on the momentum distribu-
tion by switching off the z-confinement and removing state |↑⟩ after
different expansion times tk. We observe that when increasing the
time tk during which collisions can take place beyond 3µs, the ap-
parent occupation of lower momentummodes increases (see Fig. 5.13
(d,f)). We attribute this to collisions transferringmomentum from the
radial into the transverse direction.

Finally, the dimensionality of the system has a profound impact on
the momentum distribution. For low densities, our system is in the
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Figure 5.14: Momentum space slicing.
We image the momentum distribution
of a 2D homogeneous Fermi gas with
size (40 × 40)µm in the limit of deeply
bound dimers. (A) A small tilt an-
gle between the imaging beam and the
expansion axis enables us to spatially
separate the central in-focus part from
the outer image-broadened part of the
imaged distribution. (B) We imprint
a phase difference of π on one half of
the box system and observe two distinct
maxima which shows our ability to re-
solve the Fourier limited width of such
a system with a size on the order 40µm.

A

B

2D regime and we find that f(k = 0) remains constant as we increase
the density, while the width of the distribution grows. As the density
surpasses a value of n ≈ 0.75/µm2, f(k = 0) begins to increase which
we attribute to the population of higher transverse states (see Fig. 5.13
(e,g)). This interpretation is supported by our previously presented
measurement of the transverse width of the cloud after short time
of flight (s. Fig. 5.6), where the transverse width starts to increase
around the same density, signalling the beginning of the crossover to
a 3D system.

5.4.2 Resolving finite-size limited momentum peaks

Measurements of the momentum distribution ñ(k) of a uniform 2D
Bose gas can be used to obtain g1 = F.T.(ñ(k)) and thereby directly
show the predicted algebraic decay of phase coherence and quantita-
tively extract the scaling exponent η. However, such a measurement
requires resolving narrow momentum peaks which is a challenging
task.

For a uniform BEC at zero-temperature, the width Δk = π/L of the
momentum distribution

n(k) ∝ sinc2 (kL
2 ) (5.5)

decreases with the size L of the system which using matter wave fo-
cusing corresponds to awidth in position space ofΔx = πl2r /L ≈ 2µm
for typical experimental parameters of L = 40µm, ωr = 2π × 30Hz,
lr = 5.3µm. In principle, such small spatial structures on the order of
2µm can be resolved for systemswithin the depth of field of our imag-
ing system. However, the rapid expansion of the cloud during matter
wave focusing leads to a spatial extent of the cloud which greatly ex-
ceeds our depth of field and therefore significantly limits the achiev-
able spatial resolution. While previous measurements addressed this



novel methods for the preparation and characterisation of ultracold 2d fermi gases 41

issue by compressing the cloud shortly after the release, the width
of the cloud could in these experiments still not be kept within the
depth of field which lead to a significant broadening of the detected
momentum distribution [78]. Furthermore, compressing the cloud
during time of flight also increases the density and hence the effect of
undesired interactions during the expansion.

Here, we employ a simple modification of matter wave focusing
that enables a full optical resolution of Fourier limited momentum
peaks. We achieve this by performing matter wave focusing of a ho-
mogeneous 2D Bose system with size L × L = (40 × 40)µm and using
a small tilt angle between the imaging beam and the expansion axis.
This tilt results in cone-shaped absorption images of the momentum
distribution, where the part of the cloud within the focal plane of our
objective can be easily isolated from the regions which are out of fo-
cus (s. Fig. 5.14). This enables us to slice through the narrow in-focus
part of the image to get a quantitative measure of the momentum dis-
tribution. To test the achievable resolution in this in-focus part of the
momentumdistributionwe imprint a phase difference of π on one half
of the box system, which in momentum space should correspond to
two equally high peaks whose respective width is defined by the size
L of the system. Indeed, we observe two clearly pronounced peaks
which shows that our resolution in momentum space is sufficient to
resolve the finite size limited width of ñ(k) for system sizes on the or-
der of 40µm.





Part II

HOMOGENEOUS TWO-DIMENSIONAL FERMI GASES





6 HOMOGENEOUS TWO-DIMENSIONAL FERMI GASES

In this chapter, we report on the experimental realization of homogeneous 2D
Fermi gases with tunable interactions, which is published in

K. Hueck, N. Luick, L. Sobirey, J. Siegl, T. Lompe, and H. Moritz,
Phys. Rev. Lett. 120, 060402 (2018)

and reprinted here with minor modifications. I contributed to the conception
and conduction of all measurements presented here, including the interpreta-
tion of our results and the writing of the publication.

Ultracold 2D Fermi gases are uniquely suited to investigate the in-
terplay of reduced dimensionality and strong interactions in quantum
many-body systems in a clean and well-controlled environment. Ex-
periments have reported on the creation of 2D Fermi gases with equal
[118, 119] and unequal spin populations [120, 121] and investigated
pairing [122–125], Fermi-liquid [126] and polaron physics [127, 128].
The EOS [129–131] was determined and evidence for pair condensa-
tion [63] and for a Berezinskii-Kosterlitz-Thouless (BKT) transition
[132] could be observed. Yet so far, ultracold 2D Fermi gases have
always been studied in harmonic trapping potentials, which quali-
tatively change the density of states and give rise to inhomogeneous
density distributions. This hinders the observation of critical phenom-
ena with diverging correlation length and exotic phases such as the
Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) state [133–136]. Further-
more, the inhomogeneous density distribution complicates the inter-
pretation of non-local quantities such as correlation functions or mo-
mentum distributions, which can only be extracted as trap-averaged
quantities [63, 132].

These issues can be overcome by creating homogeneous gases in
box potentials whose walls are formed by repulsive optical dipole po-
tentials. Following thismethod, three-dimensional (3D)uniformBose
gases have recently been realized and used to investigate coherence
and thermodynamic properties [112, 137] as well as non-equilibrium
dynamics [113]. In homogeneous 2D Bose gases, the emergence of
condensation, vortices and supercurrentswere studied [138, 139]. Very
recently, the creation of 3D Fermi gases in a box potential has been
demonstrated, Pauli blocking in momentum space was observed and
both balanced and imbalanced Fermi gases have been studied in the
strongly-interacting regime [114].

In this chapter, we report on the experimental realization of ho-
mogeneous 2D Fermi gases with tunable interactions. By preparing
a non-interacting Fermi gas we realize a textbook example of statis-
tical physics and directly observe Pauli blocking in the occupation of
momentum states. To measure the momentum distribution of inter-
acting gases we have established a technique to rapidly remove one
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spin component and thereby project the system onto a non-interacting
state. We apply this technique to a gas with intermediate attractive in-
teractions and observe a momentum distribution that is qualitatively
similar to that of a non-interacting gas.

6.1 Experimental realisation of a homogeneous 2D Fermi gas

We perform our experiments with an equal spin mixture of 6Li atoms
in the lowest two hyperfine states |F, mF⟩ = | 1

2 , 1
2 ⟩ and | 1

2 , − 1
2 ⟩, which

we designate as |↑⟩ and |↓⟩, respectively. A sketch of the experimental
setup is shown in Fig. 6.1(a). The atoms are pre-cooled as described in
[140] and then transferred into a hybrid trap consisting of a highly el-
liptic red detuned optical trap and a variable radial magnetic confine-
ment, which is generated by the curvature of the magnetic offset field
used to tune the interparticle interactions. This variable trapping can
be used to compensate for anti-confinement introduced by the lattice
potential, which provides the 2D confinement described below. After
forced evaporative cooling in the elliptic trap (Fig. 6.1(d)), we ramp
on a repulsive optical ring potential as sketched in Fig. 6.1(b,c). This
ring potential is generated by a cascaded setup of three axicons and
projected onto the atoms using a high-resolution (NA = 0.62) objec-
tive [114, 141, 142]. We use the ring to cut out the central, low-entropy
part of the cloud (Fig. 6.1(e)) and then ramp down the radial mag-
netic confinement such that the excess atoms outside the ring leave
the observation volume. Next, we bring the gas into the 2D regime by
loading it into a blue detuned optical lattice in z-direction. In this lat-
tice, the level spacing ℏωz = h ⋅ (12.4 ± 0.1) kHz between the ground
and first excited state in the vertical direction exceeds both the high-
est chemical potential μ < h ⋅ 4 kHz and the highest thermal energy
kBT < h ⋅ 2 kHz encountered during our experiments and hence the
system is in the 2D regime [143].

To transfer the atoms into a single node of the lattice, we recom-
press the cloud by ramping up the power of the elliptic trap, which
reduces the width of the cloud in z-direction below the lattice spacing
of 2.9 µm. By optimizing the position of the elliptic trap with respect
to the lattice, optimally 93% of the atoms can be loaded into a single
layer, where the number of atoms in adjacent layers can be determined
to high precision in a single shot matter wave focusing measurement.
By shifting the z-position of the elliptic trap by half a lattice period, it
is also possible to create two equally populated adjacent layers [144].
This makes the loading of non-interacting gases more robust against
populating adjacent layers by thermally excited atoms and further-
more doubles the recorded signal for absorption imaging.

In a first series of experiments, we study a non-interacting Fermi
gas, which provides us with a well-defined starting point for our ex-
ploration of interacting systems. To create such non-interacting sys-
tems we first prepare a dual layer homogeneous 2D Fermi gas at a
magnetic offset field of B = 320G. At this field the gas is weakly in-
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θ = 10.4°

 D = 50µm ... 200µm

D

(a)

(b)

(c)

(d) (e) (f)

Figure 6.1: Sketch of the experimental setup: The atoms are loaded from a highly elliptic
red detuned optical trap (red) into a single nodal plane of a blue detuned optical lattice
(light green) which is formed by two laser beams (λ = 532 nm) intersecting under an
opening angle of θ = 10.4° (a,b). The radial confinement is provided by a ring-shaped
repulsive potential (dark green) whose diameter D can be adjusted between 50µm and
200µm (c). Panels (d-f) show averaged (20 - 50 images) in situ density profiles and
respective central line cuts at different stages of the preparation of a strongly interacting
homogeneous Fermi gas at B = 830G: After evaporation in the elliptic trap (d), the
outer, high entropy region of the cloud is cut away by the repulsive ring potential (e).
After further evaporation, the radial magnetic confinement is ramped down to spill the
atoms outside the ring and the atoms are transferred into the lattice and we obtain a
homogeneous 2D gas (f).
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teracting with a 3D scattering length of a3D = −290 a0, where a0 is
the Bohr radius. We perform further evaporative cooling by slowly
decreasing the height of the confining ring potential and then ramp to
B = 527G, which is close to the zero crossing of the scattering length,
to obtain a non-interacting Fermi gas.

6.2 Measurement of the equation of state

As afirst benchmark experiment, wemeasure the density EOS n2D,↑(μ, T)
of this non-interacting Fermi gas. We imprint a potential step, which
is generated by a blue detuned laser beam reflected off the surface
of a digital micromirror device (DMD) and projected onto the atoms
[94]. We then image the resulting density distribution using high-
intensity absorption imaging [116, 145]. As shown in Fig. 6.2(a,b),
the repulsive potential causes a disk shaped density depletion in the
center of the cloud which covers about 10% of its area. We apply po-
tential steps with different heights V while observing the correspond-
ing density depletion Δn(V) = ndisk

2D,↑ − ncenter
2D,↑ (V), where ndisk

2D,↑ and
ncenter
2D,↑ correspond to the single layer density in the undisturbed and

depleted parts of the trap, respectively. We perform such EOS mea-
surements for gases with different densities and temperatures; the re-
sulting datasets are shown in Fig. 6.2.

We calibrate the potential step heightV byperforming a linear Thomas-
Fermi fit to the first four points of the different EOSmeasurements and
take themean of the resulting values [131]. To extract the temperature
and chemical potential, wefit the density depletionwithΔn(μ0, T, V) =
n2D,↑(μ0, T) − n2D,↑(μ0 − V, T) using the theoretical EOS n2D,↑(μ, T) =
λ−2

dB log[1 + exp(μβ)] for a non-interacting 2D Fermi gas [146]. Here,
β = (kBT)−1 and the thermal de Broglie wavelength is given by λdB =
√2πℏ2/mkBT, where m is the mass of a 6Li atom. We approximate
the chemical potential μ0 in the outer part of the trap to be constant
for all step heights. For our coldest dataset we obtain a temperature
of T/TF = 0.14 ± 0.02, where the Fermi temperature TF is calculated
from T and μ0 using TF = T log[1 + exp(βμ0)] 42.42 This equation is found by solving the

2D EOS for μ0, taking the T = 0 limit,
yielding TF = n2D,↑ 2πℏ2/(mkB) and
reinserting the EOS for n2D,↑

Wevalidate thesemeasurements byplotting the dimensionless quan-
tityn2D,↑λ2

dB as a function ofβμ for each of the different systems (Fig. 6.2(c))
[147]. The different datasets all collapse onto a single curve and are
in excellent agreement with the theoretical expectation.

6.3 Observation of Pauli blocking in the momentum distribution

We now go beyond this local probing of density and chemical poten-
tial by performing a direct measurement of the momentum distribu-
tion of an ideal 2D Fermi gas. We achieve this by mapping the mo-
mentum distribution to real space using matter wave focusing [63,
148–150]: We switch off the radial confinement provided by the ring
potential and let the system evolve for a time t in a weak harmonic
potential in radial direction. After a time-evolution of a quarter of the
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µ0/kB 
= 146 nK  µ0/kB

 = 214 nK µ0/kB
 = 270 nK

(a) (b)

(c)

Figure 6.2: Density EOS for non-interacting homogeneous 2D Fermi gases: The EOS is
mapped out for different densities and temperatures by imprinting a repulsive potential
step onto the atoms. This causes a density depletion Δn in the center of the cloud (a,b).
Measuring this density depletion Δn as a function of the step height directly yields
the density EOS of the system. By fitting the data with the EOS of a non-interacting
Fermi gas we extract the temperature T and chemical potential μ0 for each dataset. The
higher T/TF for the dataset having the lowest density in the outer ring (red squares) is
most likely due to a reduced evaporation efficiency. Using the fit results for T and μ to
rescale the data and plotting the dimensionless quantity n2D,↑λ2

dB causes the different
datasets to collapse onto a single curve (c). The data shows excellent agreement with
the prediction for a non-interacting 2D Fermi gas (solid purple line).
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radial trap period τ = 2π/ωr, all particles with momentum ℏk⃗ have
moved to a position ⃗r = ℏk⃗/mωr. Hence, the momentum distribution
ñ(k⃗) can be directly extracted from the density distribution n( ⃗r, t) at
t = τ/4 via ñ(k⃗) = (ℏ/mωr)2 ⋅ n( ⃗r = ℏk⃗/mωr, τ/4) (Fig. 6.3(b,e,h)).

This technique can also be extended to perform matter wave imag-
ing instead of matter wave focusing by letting the system evolve for
t = τ/2 instead of t = τ/4 43. This causes the initial density distribu-43 In our case this imaging has amagnifi-

cation of 1. Other magnifications are ac-
cessible by switching to a different radial
trap frequency after the τ/4 point.

tion to reappear inverted around the center of the trap, i.e. n( ⃗r, τ/2) =
n(− ⃗r, 0). Comparing the matter wave imaged distribution at t = τ/2
with the initial distribution provides a measure for the quality of the
matter wave lens formed by the radial potential, which can be affected
by anharmonicities of the potential. For our experiments, we set the
radial magnetic trap frequency to a value of ωr = 2π ⋅ (33.3 ± 0.5)Hz
and ramp down the depth of the z-confinement by a factor of five
to minimize the influence of its anti-trapping potential while keep-
ing the atoms in the depth of field. We find that the in situ and mat-
ter wave imaged density distributions are virtually indistinguishable
(Fig. 6.3(a,c,i)), which shows that for this non-interacting system, our
matter wave focusing gives an accurate measurement of the momen-
tum distribution.

To extract the occupation f(k⃗) = Ak ⋅ ñ(k⃗) from the momentum
distribution ñ(k⃗), we use the k-space area Ak = 16π/D2 of a single
k-mode in a box potential with diameter D. This allows us to directly
observe Pauli blocking in our non-interacting Fermi gas, which man-
ifests itself in a unity occupation of k modes around k = 0, followed
by a drop in the occupation at the Fermi wave vector kF (Fig. 6.3(j)).

Next, we quantitatively determine the chemical potential and the
temperature of the gas by fitting our data with the Fermi distribution

f (k) = ζ
1 + exp [β ( ℏ2k2

2m − μ0)]
.

The free parameters of the fit are the temperature T, the chemical po-
tential μ0 and an overall amplitude ζ which accounts for systematic
errors in the determination of ñ(k⃗) and Ak. The fit is in excellent
agreement with the data (Fig. 6.3(j)) and yields a chemical poten-
tial μ0 = kB(148.8 ± 2.6) nK, a temperature T = (46.7 ± 2.2) nK and
ζ = 1.05 ± 0.06, where the errors denote 1σ-confidence intervals of
the fit. The dominant sources of systematic errors on the amplitude
of f(k) are the 2% uncertainty of the radial trap frequency ωr, the 7%
uncertainty in the density calibration and the 4% uncertainty in the
determination of the ring diameter D from the in situ images. The fit
results translate to T/TF = 0.31 ± 0.02, μ0/ℏωz = 0.250 ± 0.005, and
a Fermi wave vector kF = (1.93 ± 0.02)µm−1. This is in very good
agreement both with the Fermi wave vector deduced from the mean
density kF,n̄ = √4πn̄2D,↑ = (1.86 ± 0.08)µm−1 and the temperature
and chemical potential obtained for a similar evaporation depth in the
EOS measurement shown in Fig. 6.2 (red solid line) 44. We note that44 Wechose a low evaporation depth, de-

spite the fact that we achieve our lowest
T/TF at higher Fermi energies, sincewe
want kF to be small enough that the full
momentum distribution is captured by
the field of view of the imaging system.

the fitted temperature is an upper bound, affected by fluctuations in
the particle number and the inhomogeneity of the density distribu-
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τ/ τ/

Figure 6.3: Momentum distribution of a non-interacting 2D Fermi gas: To measure the
momentumdistribution, we switch off the confining ring potential and let the gas evolve
in a weak harmonic potential. A free time evolution t for a quarter of the trap period τ
performs a rotation in phase space by 90° as sketched in (d,e), causing the momentum
distribution of the gas to be mapped into real space. Averaged images (51 - 62 realiza-
tions) and corresponding azimuthal averages of the density and momentum distribu-
tion are shown in (a,b) and (g,h) respectively. After a free time evolution of half a trap
period, the in situ density distribution is mapped back to real space (c); the azimuthal
averages at t = 0 (red triangles) and t = τ/2 (blue dots) are almost identical (i). A
diagonal cut through the momentum distribution (b) reveals the occupation f(k) of the
system (j), which shows close to unity occupation around k = 0 and drops off at the
Fermi wave vector kF = (1.93 ± 0.02)µm−1 (gray dash dotted lines). A fit with a Fermi
distribution (red dashed line) yields a temperature of T/TF = 0.31 ± 0.02.
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tion, which is smaller than 11% of the mean density. This value in-
cludes both the actual density inhomogeneity due to the presence of
the harmonic potential used for thematter wave focusing and artifacts
due to imperfections of the imaging beam.

Whenmeasuring themomentumdistribution for varying densities,
see Fig. 6.4(a), we observe that the occupation at low momenta sat-
urates to values close to unity for densities ranging from 0.25µm−2

to 0.5 µm−2. This clearly shows Pauli blocking in momentum space
[114].

6.4 Measuring ñ(k) of interacting homogeneous 2D Fermi gases

Finally, we realize an interacting homogeneous 2D Fermi gas close
to a broad Feshbach resonance [151] and apply matter wave focus-
ing. We prepare a single-layer attractive 2D Fermi gas at B = 1020G
where the ratio of scattering length a3D to harmonic oscillator length
lz = √ℏ/mωz is a3D/lz = −0.56. In contrast to previous experiments
which measured the pair momentum distribution by converting pairs
into deeply-bound molecules[63], we measure the momentum distri-
bution of the individual atoms [152]. This requires a negligible influ-
ence of collisions on the time evolution. We achieve this by releasing
the gas from the vertical confinement [153, 154] as well as flashing on
a light pulse propagating along the z-direction which rapidly ejects
atoms in state | ↑⟩ [114, 155, 156]. This projects the wave function of
atoms in state | ↓⟩ onto free particle states and allows us to extract
the occupation f(k) of the interacting system using the matter wave
focusing technique described above. For our interaction strength, we
expect only small deviations in f(k) compared to the non-interacting
system since atT = 0 the quasiparticle weight Z and the gapΔ are cal-
culated to be Z ≈ 0.9 [157] and Δ ≈ 21%[158]. We therefore attribute
the reduced central occupation and the broadening of the momentum
distribution shown in Fig. 6.4(e) to thermal excitations.

Summary and conclusion

In this chapter, we report on the realization of a homogeneous 2D
Fermi gas trapped in a box potential. We locally probe the system
by imprinting a step potential using a DMD and thereby measure the
EOS of a non-interacting Fermi gas. Furthermore, we apply matter
wave focusing to directly observe Pauli blocking in the momentum
distribution of a non-interacting 2D Fermi gas. Finally , we demon-
strate that the momentum distribution of interacting gases can also be
measured and observe a momentum distribution that is qualitatively
similar to that of a non-interacting gas for intermediate interactions.

The homogeneous systems presented in this chapter are particu-
larly useful for studying non-equilibrium dynamics of strongly corre-
lated systems, since they allow interaction quenches without trigger-
ing mass redistribution, which is unavoidable in harmonic traps. The
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combination of such a homogeneous system with non-local probes is
ideally suited to observe critical phenomena and exotic phases such
as FFLO superfluidity, which are predicted to exist only in narrow re-
gions of the phase diagram. Finally, our measurement of the momen-
tum distribution of an interacting Fermi gas can be extended to anal-
yse momentum correlations [159] and thereby observe Cooper pairs
in a fermionic superfluid.

Figure 6.4: Saturation in the occupation of momentum states. The occupation f(k)
of non-interacting Fermi gases with in-situ densities of n̄ = 0.24µm−2 (light blue
hexagons), 0.38µm−2 (dark blue stars) and 0.50µm−2 (red diamonds) is shown in (a).
For low momenta we find a near unity occupation that is independent of the in-situ
density (see inset) which is direct evidence of Pauli blocking. The Fermi wave vectors
deduced from Fermi fits to the distribution agree well with the kF,n̄ = √4πn̄2D,↑ (ver-
tical lines) calculated from the in-situ density. An image of the momentum distribution
of an attractively interacting Fermi gas is shown in panel (b) and a cut through the dis-
tribution in panel (c). The Fermi momentum kF,n̄ for a non-interacting gas with equal
density is indicated by the red circle (b) and the vertical red line (c), respectively.





Part III

AN IDEAL JOSEPHSON JUNCTION IN AN ULTRACOLD
TWO-DIMENSIONAL FERMI GAS
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In the following part, I present the main result of this thesis: The first realisa-
tion of a Josephson junction in a 2D Fermi gas.
In chapter 7, I will first review the fundamentals of Josephson junctions and
provide an overview of experimental realisations from solid state systems to
superfluid helium and ultracold quantum gases. In chapter 8, we present our
observation of Josephson oscillations in a 2D Fermi gas and show that these
Josephson oscillations can be quantitatively understood in an LC oscillator cir-
cuit model. In chapter 9, we use this circuit model to probe the current phase
relation of our junction and observe the sinusoidal relation I(ϕ) = IC sin(ϕ)
of an ideal Josephson junction. Finally, in chapter 10, we show that Josephson
oscillations persist in the entire crossover from weakly bound Cooper pairs to
strongly bound bosonic dimers and extract the critical current IC as a novel in-
situ probe for the superfluid order parameter in such a two-dimensional quan-
tum gas.
The results presented in chapters 8 to 10 are adopted from

N. Luick, L. Sobirey, M. Bohlen, V.P. Singh, L. Mathey, T. Lompe, and H.
Moritz
arXiv:1908.09776 (2019), accepted for publication in Science.

and reprinted here with modifications and additions.





7 THEORETICAL AND EXPERIMENTAL BACKGROUND OF
JOSEPHSON JUNCTIONS

The theory of quantum mechanics revolutionised our understanding
of nature by introducing the complex wave function Ψ as the funda-
mental entity to describe our world on a microscopic scale. While
often this wave nature of matter is masked beyond the microscopic
level due to loss of coherence, there exist phenomena where quantum
effects become apparent even on a macroscopic scale.

SC SC I 

insulator nano  
apertures  

double-well 
potential 

SF  
He 

SF  
He BEC BEC 

|Ψ| 
A B C 

Figure 7.1: Universal Josephson effect.
The Josephson effect occurs in a variety
of different systems when two quantum
states Ψ overlap (blue shaded region).
Examples include superconductor-
insulator-superconductor junctions
(A), nano-apertures coupling two
superfluid Helium reservoirs (B) and
bosonic Josephson junctions realized
by a BEC in a double-well potential
(C). These system are discussed in this
chapter in section 7.1 (A), 7.2 (B) and
7.3.1 (C).

One of the most striking macroscopic manifestations of quantum
mechanics is the Josephson effect [160, 161], where a current between
two superconductors can flow without any applied voltage. In this
chapter, I will explain the origin for the Josephson effect and show
how it can be realised in a variety of different systems ranging from
superconductors to superfluid helium and superfluid quantum gases
(s. Fig. 7.1).

7.1 Superconducting Josephson junctions

7.1.1 The Josephson effect: fundamental equations

The fundamental origin for the Josephson effect is the intrinsic phase
coherence of superconductors. When a superconductor is cooled be-
low its critical temperature, phase fluctuations are significantly sup-
pressed and a quantum state Ψ1 = √n1eiϕ1 with a well-defined phase
ϕ1 emerges, where the amplitude is determined by the condensate
density n1.

Ψ1 =  𝑛𝑛1𝑒𝑒𝑖𝑖𝜙𝜙1  Ψ2 =  𝑛𝑛2𝑒𝑒𝑖𝑖𝜙𝜙2  

𝑈𝑈 𝐼𝐼 

SC 1 SC 2 

𝑛𝑛1 𝑛𝑛2 
𝑛𝑛 

0 
𝐾𝐾 

Insulator 

Figure 7.2: A typical superconducting
Josephson junction is formed by two su-
perconductors SC1 and SC2 which are
separated by a thin insulating material
which forms a tunnelling barrier. The
wave functions of both superconductors
overlap and give rise to a current I(ϕ)
which is driven by the phase difference
ϕ = ϕ1 − ϕ2 between the superconduc-
tors. For an ideal Josephson junction,
this current phase relation takes a sinu-
soidal form I(ϕ) = Ic sin(ϕ), where the
critical current Ic ∝ K is determined by
the coupling energy K.

For a single superconductor, this phase is an elusive quantity whose
specific value leaves |Ψ1|2 unchanged and therefore has no measur-
able effect. However, when two superconductors are weakly linked
to form a Josephson junction, the phase becomes accessible because a
difference ϕ = ϕ1 − ϕ2 between their phases ϕ1 and ϕ2 results in a
particle current I(ϕ) (s. Fig. 7.2). For an ideal Josephson junction this
current phase relation takes a sinusoidal form

I = Ic sin(ϕ), (7.1)

where Ic is the maximal supercurrent that can flow across the junction
which is determined by the wave function overlap.45 In addition, the

45 For a basic derivation of eq. 7.1 and 7.2
see extra 7.1.

phase difference across the junction can be controlled by the applied
voltage U

U = ℏ
2e

∂
∂tϕ. (7.2)

Equations 7.1 and 7.2 are the fundamental equations that govern the
current-voltage characteristics of Josephson junctions as illustrated in
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Fig. 7.3.

• For a vanishing applied voltage U = 0, a constant phase difference
ϕ(t) = ϕ0 between the two superconductors is maintained which
results in a DC current IDC = Ic sin(ϕ0) between the two supercon-
ductors (DC Josephson effect).

• For a small non-zero voltage U > 0, the phase difference increases
linearlywith timeϕ(t) = ϕ0+ 2eU

ℏ twhich gives rise to anAC current
IAC = Ic sin(ωt) oscillating with a frequency of ω = 2eU/ℏ, while
the DC component IDC = ⟨I⟩t vanishes (AC Josephson effect).

• Only when the voltage (current) exceeds some critical value Uc
(Ic), a resistive current channel opens which leads to an additional
voltage drop U = RI over the junction. For a BCS superconductor
the critical voltage Uc ≈ 2Δ is determined by the gap Δ.
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Figure 7.3: Current-voltage characteris-
tics of an ideal Josephson junction.

Extra 7.1: Derivation of the ideal Josephson equations

The dynamics of an ideal Josephson junction (s.
Fig. 7.2) are described by the coupled equations

iℏ ∂
∂tΨ1 = E1Ψ1 + KΨ2 (7.3)

iℏ ∂
∂tΨ2 = E2Ψ2 + KΨ1 (7.4)

where Ψ1 (Ψ2) is the wave function of supercon-
ductor 1 (2)with energyE1 (E2) andK is the tun-
nelling energy determined by the wave function
overlap. To derive the ideal Josephson equations
7.1 and 7.2 from these equations we describe both
superconductors with complex numbers

Ψ1,2 = √n1,2 exp(iϕ1,2),

where n1,2 is the condensate density and ϕ1,2 is
the phase of each superconductor. Using

∂
∂tΨ = 1

2√n
∂n
∂t eiϕ + i√neiϕ ∂ϕ

∂t (7.5)

= Ψ ( 1
2n

∂n
∂t + i∂ϕ

∂t ) (7.6)

we can rewrite eq.7.3 and eq.7.4 as

iℏ 1
2n1

∂n1
∂t − ℏ∂ϕ1

∂t = E1 + KΨ2
Ψ1

(7.7)

iℏ 1
2n2

∂n2
∂t − ℏ∂ϕ2

∂t = E2 + KΨ1
Ψ2

(7.8)

The imaginary part of these equations yields the
change in density

∂n1
∂t = 2Kn1

ℏ Im (Ψ2
Ψ1

) (7.9)

= 2Kn1
ℏ Im (

√n2eiϕ2

√n1eiϕ1
) (7.10)

= 2K
ℏ

√n1n2 sin(ϕ2 − ϕ1) (7.11)

= −∂n2
∂t , (7.12)

which using the density n = n1 ≈ n2 and the to-
tal current I = V∂n/∂t can be expressed as the
current phase relation

I = Ic sinϕ, (7.13)

where Ic = 2KnV/ℏ, ϕ = ϕ2 − ϕ1 and V is the
volume of each superconductor.
The real part of the difference between eq. 7.7 and
7.8 yields

ℏ ∂
∂tϕ = E1 − E2, (7.14)

which reproduces eq. 7.2 using the voltage U =
(E1 − E2)/2e between the superconductors.
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7.1.2 Technological applications

Josephson junctions are a unique experimental tool at the interface be-
tween electronics and quantummechanics which enable a wide range
of applications from fundamental research to the creation of novel
quantum devices. Here, I will summarize some of most striking ap-
plications of superconducting Josephson junctions and introduce their
property as a nonlinear circuit element which provides the framework
to understand the dynamics of our Josephson junction in a 2D Fermi
gas.

Josephson voltage standard

The fundamental goal ofmetrology is to define the basic physical units
in terms of quantities that can be measured to a high precision. The
direct connection between voltage U and frequency ω = 2eU/ℏ of
Josephson junctions provides the basis for such a definition of the unit
volt.

Figure 7.4: (A) Image of an array of
3020 Josephson junctions developed at
NIST to generate a voltage of 1 volt
[162]. (B) Schematic illustration of the
voltage standard. A GHz frequency ω
is applied to a series of Josephson junc-
tions to generate constant voltage steps
UDC = nωℏ/2e (adapted from [163]).
(C) First 1V Josephson voltage standard
for a drive frequency of ω = 2π ×
72.135 06GHz for constant voltage steps
around n = 6704 [164].

The Josephson voltage standard is based on the inverse AC Joseph-
son effect, where an externally applied RF voltage U(t) = UDC +
UAC cos(ωt) results in aDC current at specificmultiplesUDC = nωℏ/2e
(s. extra 7.2). Since the voltage spacing between these current steps
is determined only by the applied frequency and the fundamental
Josephson constant KJ = 2e/h = 4.835..1014Hz/V, it serves as a ro-
bust definition for the voltage as specified in [165].

Since for commonly used RF frequencies on the order of 100GHz
the current steps are separated by only ∼ 0.2mV, the first single junc-
tion voltage references were limited to small voltages on the order of
UDC ∼ 1mV [166]. This issue could be solved by connecting ∼ 1000
junctions in series, which enabled to generate voltages on the order of
1V as first demonstrated in [164] (s. Fig. 7.4).

Extra 7.2: Driven Josephson junctions
For an externally applied AC voltage U(t) = UDC + UAC cos(ωt),
the phase according to eq. 7.2 advances as

ϕ(t) = ϕ0 + 2eUDC
ℏ t + 2eUAC

ℏω sin(ωt). (7.15)

Using the Bessel functions of the first kind Jn, the corresponding
current I(ϕ(t)) = Ic sin(ϕ(t)) can be expressed as

I = IC
∞

∑
n=−∞

(−1)nJn (2eUAC
ℏω ) sin(ϕ0 + 2eUDC

ℏ t − nωt)

which yields a DC current when UDC = nωℏ/2e.
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Highly-sensitive magnetometers

An important application of Josephson junctions are SQUIDs (super-
conducting quantum interference devices) [167], which enable extremely
precise measurements of magnetic fields and thereby provide the ba-
sis for various applications ranging from medical imaging [168] to
fundamental tests of general relativity [169].
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Figure 7.5: Basic principle of a SQUID
magnetometer. (A) Schematic of a
SQUID. (B) The current voltage char-
acteristics depends on the applied mag-
netic flux Φext. For Φext = nΦ0 the
maximal supercurrent is Imax ∼ 2Ic
(blue solid line), while for Φext = (n +
1/2)Φ0 Imax is reduced to zero (blue
dashed line). (C) Hence, for a current
bias of I = 2Ic, changes in the exter-
nal flux Φext lead to an oscillation of the
voltage U with a period Φ0.

The basic geometry for a DC SQUID is a superconducting loop
which encloses a quantised magnetic flux Φ = nΦ0 and is split by
two Josephson junctions (s. Fig. 7.5). The key idea behind fabricat-
ing a magnetometer with such a SQUID is that small changes in an
additional externally applied magnetic flux Φext have a dramatic in-
fluence on its current voltage characteristics (s. extra 7.3). While for
integer multiples of the magnetic flux quantum Φext = nΦ0 the max-
imal supercurrent supported by the SQUID is given by Imax = 2Ic,
for Φext = (n + 1/2)Φ0 the maximal supercurrent vanishes Imax = 0.
Therefore, when applying a current bias Ib ≈ 2Ic to the SQUID the
voltage U across the junction oscillates with a period Φ0 which can be
used to precisely determine the applied magnetic field.

Extra 7.3: Current-Voltage characteristics of a SQUID

The dependence of the current voltage charac-
teristics of the SQUID on the applied flux Φext
is the result of flux quantisation in combination
with the current phase relation I(ϕ) = Ic sin(ϕ) of
both Josephson junctions. The magnetic flux in-
side the loop is quantised to Φ = nΦ0 because the
single-valuedness of the wave function requires
that the phase around the loop can only change
by multiples of 2π. Therefore, for a small ap-
plied external flux Φext < Φ0/2, a screening cur-
rent inside the loop develops to cancel this exter-
nal flux and maintain Φ = 0 as required by flux
quantisation. When this external flux is increased
to Φext = Φ0/2, the screening current around

the loop corresponds to a total phase change of
Δϕ = π around the loop and therefore a phase
drop of π/2 over each junction. Hence, the screen-
ing current inside the loop equals the maximal
supercurrent Ic of each junction. Therefore, any
externally applied current has to flow resistively
across the SQUID and the maximal supercurrent
of the SQUID is reduced to Imax = 0 from its
maximal value of Imax = 2Ic without any applied
field. For larger applied flux Φext > Φ0/2, the
superconducting screening current cannot main-
tain a zero-flux state and therefore changes direc-
tion and continues tomaintain higher flux quanta
Φ = nΦ0 inside the loop.

Probing the nature of high-temperature superconductors

Due to their unique intrinsic sensitivity to the phase of the supercon-
ducting order parameter, Josephson junctions have served as vital tool
for our understanding of high-temperature superconductors.

Figure 7.6: Observation of flux quan-
tisation in cuprate superconductors.
When an RF SQUID magnetometer
made of YBCOwasperiodically exposed
to electromagnetic noise, the magnetic
fluxwas observed to jump between inte-
gral numbers of the flux quantum Φ0 =
h/2e. Adapted from [31].

By fabricating a SQUID with YBCO, flux quantisation to multiples
ofΦ0 = h/2ewas observedwhich clearly demonstrated that the charge
carriers of such cuprate superconductor are electron pairs like in con-
ventional BCS type superconductors [31]. Moreover, Josephson junc-
tion provided unambiguous evidence for a d-wave order parameter
in cuprate superconductors [7, 170]. While ARPES measurements
(s. Fig. 7.7) could already provide strong evidence for a strongly
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anisotropic pairing gapΔ(k) approaching zero along the (kx, kx, kz) =
(1, 1, 0)-direction [171], such experiments were only sensitive to the
amplitude of the superconducting order parameter and therefore could
not reveal the characteristic sign change of the proposed dx2−y2 order
parameter.

Figure 7.7: ARPESmeasurement of the
superconducting gap in Bi2212 Shown
is the measured amplitude of the gap
|Δ| in dependence of the angle to the
Fermi surface (FS). The ARPES data is
in excellent agreement with a fit using a
d-wave order parameter (solid line), but
cannot resolve the expected sign change
of Δ at an angle of 45°. Adapted from
[171].

The fabrication of Josephson junctions connecting cuprate super-
conductors enabled the first phase-sensitive measurements of the or-
der parameter of high-temperature superconductors [29, 32]. In these
measurements, cuprates were connected under a certain relative rota-
tion to each other to provide directional information about the about
the pairing gap Δ(k).46 One of the most direct evidence for the d-

46 Since tunnelling is exponentially sup-
pressed at large distances, the Joseph-
son dynamics is dominated by transport
orthogonal to the tunneling barrier and
therefore yields directional information.

wave order parameter was provided by measurements of the critical
current in single corner Josephson junctions with an L-shaped tun-
neling barrier geometry (s. Fig. 7.8) [29]. While for a conventional
s-wave symmetry this corner geometry does not affect the critical cur-
rent, the d-wave symmetry introduced an additional phase shift of π
along the loop, which could be directly observed as a vanishing crit-
ical current of the junction without any externally applied magnetic
field.

Figure 7.8: Evidence for the d-wave or-
der parameter in YBCO. In contrast to
the ARPES measurement shown in Fig.
7.7, a Josephson junction can provide
phase sensitive information about the
superconducting gap Δ. Using a cor-
ner junction geometry, the critical cur-
rent was observed to have minimum
at zero applied magnetic field (lower
panel) which yields unambiguous ev-
idence for a d-wave order parameter.
Adapted from [29].

Extra 7.4: The nonlinear Josephson inductance
As a prerequisite for the following section, I show that the nonlinear
current phase relation I(ϕ) of a Josephson junction corresponds to
a nonlinear inductance

LJ(ϕ) = ℏ
2e

1
∂I/∂ϕ. (7.16)

The time derivative of the current is given by

̇I(ϕ) = ∂I
∂ϕϕ̇, (7.17)

which using eq. 7.2 corresponds to a voltage drop

U = ℏ
2eϕ̇ = ℏ

2e
1

∂I/∂ϕ
̇I. (7.18)

which reproduces eq. 7.16 using U = LJ ̇I to define the Josephson
inductance LJ. In particular, for an ideal Josephson junction I(ϕ) =
Ic sin(ϕ) we get

LJ(ϕ) = ℏ
2e

1
Ic cos(ϕ) . (7.19)
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The nonlinear Josephson inductance: basis for superconducting qubits

Most of the currently regained interest of the scientific community in
the fundamental physics of Josephson junctions originates from its po-
tential as a building block to construct a scalable universal quantum
computer. While such a quantum computer would be a major scien-
tific revolution with the prospect of efficiently simulating quantum
many body systems, the experimental realisation of such a device is
technologically extremely challenging.

In contrast to classical computers which are based on bits, quantum
computers are based on qubits, described by a coherent superposition
state |Ψ⟩ = α |0⟩ + β |1⟩ of a two-level system. One of the biggest chal-
lenges in building a quantum computer is the realisation of a system
with many qubits while ensuring sufficiently long coherence times.

Figure 7.9: Transmon qubits: a non-
linear LC oscillator. (a,b) A quan-
tum harmonic oscillator (QHO) circuit
formed by a linear inductance Lr con-
nected in series with a capacitance Cr
results in equidistant energy levels sep-
arated by ℏωr, where ωr = 1/√LrCr.
(c,d) Replacing Lr in (a) with a nonlin-
ear Josephson inductance LJ and capac-
itance CJ lifts the degeneracy of the en-
ergy level spacings. This enables indi-
vidually addressing the |0⟩ → |1⟩ tran-
sition, which forms the qubit. Adapted
from [172].

One of the currently most successful approaches to realise such a
scalable qubit with long coherence times is the transmon, which was
originally proposed in [173] and very recently used in the claimed
achievement of quantum supremacy using 53 qubits [174].

A transmon qubit can be understood as a nonlinear LC oscillator
circuit, which is formed by the nonlinear inductanceLJ(ϕ) of a Joseph-
son junction and a shunt capacitance C (s. Fig. 7.9). While for a linear
inductance Lr such an oscillator circuit would yield equidistant en-
ergy levels separated by ℏω = 1/√LrC (s. Fig. 7.9 a,b), the nonlin-
earity of the Josephson inductance lifts this degeneracy and thereby
enables a specific addressing of the |0⟩ → |1⟩ transition, which forms
the qubit (s. Fig.7.9 c,d). More specifically, the Josephson inductance
of an ideal junction LJ(ϕ) = ℏ/(Ic cos(ϕ)) increases for large phases ϕ
across the junction in direct correspondence to the nonlinear current
phase relation LJ(ϕ) = 1/(∂I/∂ϕ) (s. extra 7.4).

While it is generally desirable to have a large anharmonicity, i.e. a
small critical current Ic, to have a large difference between ω01 and ω12
to prevent addressing higher excited states (s. Fig. 7.9d), for an iso-
lated junction these small currents would imply a greater sensitivity
to charge noise. The transmon qubit solves this issue by introducing
a large shunt capacitance C in parallel to the Josephson junction and
thereby achieves an ideal compromise of an exponentially suppressed
charge noise while the anharmonicity only decreases as a power law
as shown in [173].
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7.2 Superfluid Josephson junctions: the crossover from dissipative phase slips to coherent
Josephson dynamics

A 
B 

C 

D 

Figure 7.10: Experimental demonstra-
tion of the transition from a linear to a
sinusoidal current phase relation in su-
perfluid 4He. Adopted from [175].

The Josephson effect is a universal phenomenon that originates when
two phase coherent quantum states are weakly linked and is there-
fore not restricted to superconducting solid state systems. Josephson
junctions realised in superfluid 4He [175] and 3He [176] are a demon-
stration for this universality and clearly illustrate how the Josephson
effect arises in the limit of two weakly coupled superfluids.

For the experiments described in [175], the weak link was realized
with an array of∼ 4000 apertureswith a diameter of d ≈ 40 nm. While
for temperatures well below the critical temperature Tc, these aper-
tures are significantly larger than the healing length of the system, by
bringing the temperature close to Tc the healing length could be in-
creased as ξ ∝ 1/(Tc−T)0.67 to reach theweak coupling regimewhere
ξ ∼ d (s. extra 7.5). Using this technique a clear transition from a lin-
ear to a sinusoidal current phase relation could be observed as the
temperature was raised from Tc − T = 27mK to Tc − T = 0.8mK
(s. Fig. 7.10). For these measurements, the current I = dx/dt through
the aperture was obtained bymeasuring the displacement x(t) of a di-
aphragm, while the phase ϕ was reconstructed from a measurement
of the pressure P and temperature T of the system.

Extra 7.5: Transition from strong to weak coupling
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When the healing length ξ < d of the superfluid
is smaller than the size of the aperture d, the am-
plitude of the wave function is only slightly sup-
pressed within the constriction and the gradient
of the local phase ϕ determines the local veloc-
ity vs = ℏ∇ϕ/m which results in a linear cur-
rent I(ϕ) ∝ ϕ. As the phase gradient increases,
vs reaches the critical velocity vc corresponding
to I = Imax and a phase slip reduces the current
which gives rise to a characteristic sawtooth form.

Weak coupling (Josephson dynamics)
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When the healing length ξ > d is larger than the
size of the aperture, the wave functions Ψ1, Ψ2 in
both reservoirs are exponentially suppressed in-
side the aperture and the dynamics of the system
are determined by the wave function overlap. In
this ideal Josephson regime, the current phase re-
lation takes a sinusoidal form I(ϕ) = Ic sin(ϕ). In
contrast to the strong coupling regime, we obtain
coherent Josephson oscillations as the phase in-
creases and do not encounter any discontinuities
in the current.
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7.3 Cold atom Josephson junctions

SC SC I 

insulator nano apertures  double-well potential 

SF  
He 

SF  
He BEC BEC 

|Ψ| 
A 

 
C 

|Ψ| 
𝜙𝜙 

𝑁𝑁1 𝑁𝑁2 

𝑁𝑁1 𝑁𝑁2 

𝜙𝜙1 
𝜙𝜙2 

|Ψ| |Ψ| 

Figure 7.11: A bosonic Josephson junc-
tion realised by two weakly coupled
BECs in a double-well potential.

More recently, Josephson junctionswere realizedwith ultracold atoms
which enabled an extensive study of the Josephson effect in novel pa-
rameter regimes due to their unique level of control over trapping ge-
ometries and interactions betweenparticles. Here, Iwill briefly review
these experimental realisations with ultracold Bose and Fermi gases.

7.3.1 Bosonic Josephson junctions

Well before the first realisation of BECs, it was argued that bringing
two condensates close enough together to exchange particles could
lead to an oscillation of atoms between the two condensates in direct
analogy to a superconducting Josephson junction [177]. Following the
realisation of BECs in 1995 [178, 179], such bosonic Josephson junc-
tions47 were eventually realised in many different geometries ranging47 For an extensive review of experimen-

tal and theoretical aspects of bosonic
Josephson junctions see [180].

from arrays of Josephson junctions in an optical lattice [181], to iso-
lated double-wells [182–185] to closer analogues of solid state systems
such as SQUID geometries [186]. While phase coherence between two
BECs had previously been demonstratedwith the striking observation
of interference patterns obtained from time of flight measurements
[187], these Josephson junction experiments provided a complemen-
tary in-situ demonstration of phase coherence based on coherent os-
cillations between trapped BECs. In contrast to their solid analogues,
the dynamics of such bosonic Josephson junctions are generally sig-
nificantly influenced by interactions between particles giving rise to
novel self trapping regimes as predicted by Smerzi et al. [188] and
first observed in [182, 189].

Figure 7.12: Josephson oscillations and
self-trapping in a bosonic Josephson
junction In the experiment presented
in [182], the bosonic Josephson junc-
tion was realized with a BEC trapped in
a double-well potential. (a) For small
initial population differences, coherent
Josephson oscillations were observed.
(b) For large initial population imbal-
ances, a novel self-trapping regime was
observed in which the excess popula-
tion remains trapped in the left potential
well.

To understand these Josephson dynamics in cold atom systems it is
instructive to consider the groundbreaking experiment presented in
[182], where the Josephson junctionwas for the first time realizedwith
an isolated double-well potential, in which two BECs are weakly cou-
pled (s. Figs. 7.11 and 7.12). This experiment is well-described within
a two-mode approximation, in which the the spatial form of the wave
function in eachwell is assumed to be time-independent (s. extra 7.6).
This approximation reduces the dynamics of the system to variations
in the particle number N1,2(t) and phase ϕ1,2(t) in each well. To ini-
tialise Josephson dynamics the authors of [182] introduced an initial
population imbalance z0 = (N1(0) − N2(0))/N, where N = N1 + N2
is the total atom number in both wells. While for a small imbalance
z ≈ 0.3, coherent oscillations in imbalance and phase could be ob-
served (s. Fig. 7.12a), for larger imbalances z ≈ 0.6 the population
remained trapped in one of the wells (s. Fig. 7.12b).

These dynamics can be understood in direct analogy to eq. 7.1 and
7.2 introduced for the current and voltage in superconducting Joseph-
son junctions by setting the charge 2e → 1 and replacing the voltage
U → μ by the difference in chemical potential μ = μ1 − μ2 between the
two wells. An initial population imbalance z0 corresponds to a chem-
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ical potential difference μ > 0 which advances the phase difference
ϕ = ϕ1 − ϕ2 according to

ℏ ∂
∂tϕ = μ. (7.20)

and introduces a current

I = Ic sin(ϕ). (7.21)

Figure 7.13: Measurement of the
Josephson oscillation frequency ω
normalised to the non-interacting Rabi
frequency ωR = 2K/ℏ for varying in-
teraction strengths Λ = NU

2K and initial
imbalances z0. Adapted from [185].

For small initial imbalance imbalances z0 << zc
48, the resulting

48 zc is the critical imbalance for self-
trapping which in the two-mode model
is given by zc = 2

UN
√

2UNK − 4K2

[185].

current fully inverts the population imbalance leading to harmonic
Josephson oscillations with a frequency

ω = √2UNK + 4K2/ℏ (7.22)

determined by the intra-well interaction parameterU ∝ μ and the cou-
pling energy K ∝ Ic. For large initial imbalances z0 > zc, however, we
encounter a qualitatively different regime where the phase difference
advances so fast that the current rapidly changes direction and cannot
invert the initial imbalance. In this self-trapping regime, the popula-
tion imbalance performs small amplitude oscillations around a finite
mean imbalance ⟨z⟩ ≠ 0 and the phase difference increases contin-
uously in time. A systematic study of this crossover from coherent
oscillations to self-trapping was performed in [185], where a clear re-
duction of the oscillation frequency ω towards zc and the predicted
increase of the oscillation frequency according to eq. 7.22 from the
non-interacting Rabi limit (ω = 2K/ℏ) to the plasma frequency limit
49 (ω =

√
2UNK/ℏ) could be observed (s. Fig. 7.13). 49 The plasma frequency is given by

Ep = √EcEJ/ℏ, where Ec ↔ U is the
charge EJ ↔ 2NK is the coupling en-
ergy.

Extra 7.6: Two-mode description of Josephson dynamics

The dynamics of bosonic Josephson junctions
can be obtained from a solution of the Gross–
Pitaevskii equation (GPE)

iℏ ∂
∂tΨ(r, t) = − ℏ2

2m∇2Ψ(r, t)

+ (V(r) + g|Ψ(r, t)|2) Ψ(r, t) (7.23)

using the two-mode approximation

Ψ(r, t) = ψ1(t)Φ1(r) + ψ2(t)Φ2(r), (7.24)

where the time dependent amplitudes ψ1,2(t) in
each reservoir are separated from the spatialwave
functions Φ1,2(r). In this two-mode approxima-
tion, the dynamics of the Josephson junction are
described by the equations

iℏ ∂
∂tψ1 = (E1 + U1N1) ψ1 − Kψ2 (7.25)

iℏ ∂
∂tψ2 = (E2 + U2N1) ψ2 − Kψ1 (7.26)

where the ground state energies E1,2, interac-
tion energies U1,2 and coupling energy K can be
obtained from the ground state wave functions
Φ1,2(r) for isolated traps.

E1,2 = ∫ d3r ( ℏ2

2m|∇Φ1,2|2 + ∇|Φ1,2|2V)

U1,2 = g ∫ d3r (Φ1,2)4

K = − ∫ d3r ( ℏ2

2m∇Φ1∇Φ2 + Φ1Φ2V)

For more details see [190]. We note that eq. 7.25
and 7.26 reproduce equations 7.3 and 7.4 intro-
duced for superconducting Josephson junctions
with an additional interaction dependent term
U1,2N1,2.
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7.3.2 Fermionic Josephson junctions
A

B

C

D

Figure 7.14: Josephson oscillations
in a 3D Fermi gas in the BEC-BCS
crossover. (A) Schematic of the Joseph-
son junction in a harmonically trapped
3D Fermi gas. (B,C) Josephson oscil-
lations in particle imbalance z (B) and
phase difference ϕ (C) for an interac-
tion parameters of 1/kFa3D ≈ 4.3.
(D) Extracted oscillation frequency ωJ
in the BEC-BCS crossover. Figures (A-
D) adapted from [191].

More recently, Josephson oscillations were also observed in 3D Fermi
gases [191, 192]. In contrast to their bosonic counterparts, such fermionic
quantum gases can be used to realise superfluids from deeply bound
dimers to weakly bound Cooper pairs and thereby enable a study
of the Josephson effect in the entire BEC-BCS crossover. For the ex-
periments presented in [191], the Josephson junction was realised by
projecting a potential barrier with a waist of size w ≈ 2µm onto an
elongated harmonically trapped 3D Fermi gas - thereby creating two
weakly coupled superfluid reservoirs (s. Fig. 7.14 A). After introduc-
ing a small initial population imbalance50 Josephson oscillations could

50 For large interaction strengths U,
the self-trapping threshold decreases as
zc ∝ 1/

√
U which generally limits

Josephson oscillations in the BEC-BCS
crossover to very small population am-
plitudes z ≪ 1.

be observed in the population imbalance z and the phase difference ϕ
between the two reservoirs (s. Fig. 7.14 B,C). The frequency ωJ of
such Josephson oscillation was measured for varying values of the in-
teraction parameter 1/kFa3D in the BEC-BCS crossover while keeping
a constant potential height V/EF = 1.2, where EF is the Fermi en-
ergy of the gas. Most strikingly, the authors of [191] observed a maxi-
mum in ωJ close to unitarity (1/kFa3D = 0), which was interpreted in
terms of the expected behaviour of the Josephson plasma frequency
ωJ = √ECEJ/ℏ, where the charging energy EC ∝ μ increases and
saturates towards the BCS limit while the coupling energy EJ = KN0
decreases due to a vanishing condensate particle number N0 in the
BCS limit.

Figure 7.15: Critical current Ic and ex-
tracted condensate fraction λ0 in the
3D BEC-BCS crossover. Figure adapted
from [193].

This direct link between the Josephson oscillation frequency and
the condensate density highlights that Josephson junctions can be used
as an in-situ probe for condensation in strongly correlated superflu-
ids.51 At the time of writing of this thesis, this was experimentally

51 While in principle the condensate frac-
tion can also be determined from the
momentumdistribution n(k) via time of
flight measurements, such a measure-
ment is challenging in the strongly cor-
related regime due to strong interactions
between particles which can alter the
imaged momentum distribution.

demonstrated in the context of the first realisation of the DC Joseph-
son effect in a quantum gas [193]. By dragging a potential barrier
through a superfluid 3D Fermi gas at various speeds, the authors of
[193] could directly extract the critical current Ic in the crossover from
BEC to BCS superfluidity. As recently explained in [194], this Joseph-
son critical current can be approximated as Ic ∝ nc

√μ|t|(μ), where nc
is the condensate density, μ is the chemical potential and t is the sin-
gle particle tunnelling amplitude. Therefore, by calculating t and μ,
the condensate density could be extracted from the measured values
of Ic and the expected decrease of the condensed fraction towards the
BCS limit could be observed (s. Fig. 7.15). Furthermore, by chang-
ing experimental parameters of the potential barrier, the authors of
[193] verified the robustness of their extraction of the condensate den-
sity and thereby established Josephson junctions as a powerful tool to
probe strongly correlated superfluid order parameters.



8 REALISATION OF A JOSEPHSON JUNCTION IN AN ULTRACOLD
TWO-DIMENSIONAL FERMI GAS

Two-dimensional structures are present in almost all known super-
conductorswith high critical temperatures, but the role of the reduced
dimensionality is still under debate. Recently, ultracold quantumgases
have been established as ideal model systems to study such strongly
correlated fermionic 2D systems [47, 72, 74, 76, 120–122, 124]. How-
ever, while pair condensation of fermions has been reported [63], fermionic
superfluidity in 2D has not been directly observed. Here, we report on
the first realisation of a Josephson junction in an ultracold 2D Fermi
gas, whichunambiguously showsphase coherence andprovides strong
evidence for superfluidity.

Figure 8.1: Observation of Josephson
oscillations in a 2D Fermi gas. (A)
Sketch of a Josephson junction consist-
ing of two homogeneous Fermi gases
with chemical potential μL, μR, particle
number NL, NR and phase ϕL, ϕR sepa-
rated by a tunnelling barrier with width
w and height V0. (B)Absorption image
of our Josephson junction in a 2D Fermi
gas. (C,D) Time evolution of the phase
difference Δϕ (C) and relative particle
number difference ΔN/N (D) between
the left and right side of the box after
imprinting a relative phase difference of
ϕ0 ≈ π/4. The red lines are the result of
a damped sinusoidal fit.

For our experiments we use a homogeneous Fermi gas of 6Li atoms
in a spin-balanced mixture of the lowest two hyperfine states, trapped
in a box potential [96]. A strong vertical confinement with trap fre-
quency ωz/2π = 8.8(2) kHz ensures that the gas is kinematically 2D
with the chemical potential μ and temperature T being smaller than
the level spacing ℏωz. We create a Josephson junction by using a nar-
row repulsive potential barrier with a 1/e2 waist of w = 0.81(6) μm
to split the system into two homogeneous 2D pair condensates con-
nected by a weak link (s. Fig. 8.1). We imprint a relative phase ϕ0
between the two sides of the junction by illuminating one half of the
system with a spatially homogeneous optical potential for a variable
time between 0 and 20 μs. We then let the system evolve for a time t
and extract the population imbalance ΔN = (NL − NR) and the phase
difference ϕ between the two sides using either in situ or time of flight
imaging. A typical Josephson oscillation of a molecular condensate at
amagnetic field of B = 731G 52 and a barrier height of V0/μ = 1.08(5)

52 This corresponds to an interaction
strength of ln(kFa2D) = −2.4

featuring the characteristic π/2 phase shift between imbalance and
phase is shown in Fig. 8.1. The oscillations are weakly damped with a
relative damping of Γ/ω = 0.07, which according to a full numerical
simulation of our system can be explained by phononic excitations in
the bulk and the nucleation of vortex-antivortex pairs in the junction
(Fig. 8.2).53 53 Remarkably, achieving this low damp-

ing requires a temperature of T/TF ≲
0.03 (Fig. 8.2), which is far below the
predicted critical temperature Tc/TF ≈
0.1 for 2D superfluidity at this interac-
tion strength [62, 63].

To understand these Josephson oscillations, we use a simple cir-
cuit model commonly used to describe superconducting Josephson
junctions [192, 195, 196]. In this model, we describe our junction as
a nonlinear Josephson inductance LJ which is connected in series to a
linear bulk inductance LB and a capacitance C (Fig. 8.3C), where the
bulk inductance LB characterises the inertia of the gas and the capac-
itance C its compressibility. For vanishing Josephson inductance, the
model reduces to a linear resonator with frequency ωs = 1/√LBC =
2πvs/2l⟂, which corresponds to the frequency of a sound mode prop-
agating with the speed of sound vs across the length l⟂ of the sys-
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tem. Introducing a barrier with height V0 adds a nonlinear induc-
tance LJ to the system and reduces the oscillation frequency ω. Due
to the nonlinearity of the current phase relation, this LJ depends on
the phase difference ϕ(t) across the junction, but for small phase ex-
citations there is a linear regime where LJ(ϕ(t)) can be approximated
by a time-independent Josephson inductance LJ,0 and the oscillation
frequency is given by ω = 1/√(LB + LJ,0)C.

Figure 8.2: Simulated temperature
dependence of Josephson oscillations.
(A-C) Time evolution of the simulated
Δϕ for V0/μ ≈ 1.0 and a phase im-
print of π/4 at three different temper-
atures. (D) Simulated phase evolution
of one sample of the ensemble, 3.9ms
after a phase imprint of π/4, for n =
2.25 μm−2 and T/TF ≈ 0.03. The bar-
rier height is V0/μ ≈ 2 and its width of
0.85 μm is denoted by the two vertical
dotted lines. The dots and the crosses
represent vortices and antivortices, re-
spectively. The box dimensions are 20 ×
40 μm2.

To confirm that our physical system is described by this model,
we prepare a gas of deeply bound dimers, perform measurements
of the oscillation frequency in the linear regime as a function of the
barrier height for different system sizes (Figs. 8.3A and B), and ex-
tract the Josephson inductance LJ,0 (Fig. 8.3C). Since our system has
a uniform density, the bulk inductance is given by the simple expres-
sion LB = 8ml⟂/π2nl||, where n is the density per spin state, m is the
mass of a 6Li atom, and l⟂ (l||) is the diameter of the box perpendicu-
lar (parallel) to the barrier. Consequently, the Josephson inductance
LJ,0(ω) = LB(ω2

s /ω2 − 1) can be extracted from the frequency differ-
ence between the Josephson oscillations and the sound mode. While
the oscillation frequency is strongly dependent on the size of the box
due to the change in the bulk inductance LB and the capacitance C,
the measured Josephson inductance LJ,0 should depend only on the
coupling between the two reservoirs. As can be seen from Fig. 8.3C,
all measurements of LJ,0 versus barrier height collapse onto a single
curve regardless of the system size, which confirms that our Joseph-
son junction can be described by an LC circuit model. For the barrier
heights used in our experiments we also find very good agreement
with a full numerical simulation of our system (s. section 8.3).
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Figure 8.3: Extracting the Josephson inductance. (A)Absorption images of cold atom
Josephson junctions. The width of the barrier is held fixed at a waist of w = 0.81(6)μm,
while the size l⟂ of the system is increased. (B) Oscillation frequency as a function of
barrier height V0 for different system sizes, where the error bars denote the 1σ fit er-
ror. The inductance LB and capacitance C of the bulk system are proportional to the
length l⟂ of the box and therefore the oscillation frequency decreases with increasing
system size for V0 = 0. For nonzero values of V0, the barrier adds a nonlinear Joseph-
son inductance LJ to the system and the oscillation frequency decreases as a function of
barrier height. (C) Josephson inductance LJ,0(V0) extracted from the frequency mea-
surements using an LC circuit model. The Josephson inductances for all system sizes
collapse onto a single curve, which shows that the inductance of the junction depends
only on the height of the barrier and validates our LC circuit model. We obtain the cal-
ibration of the barrier height V0 by matching the data to a full numerical simulation
(dotted line) explained in section 8.3. The data is obtained by averaging 20 (A) and 7
(B, C) individual measurements.
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8.1 Experimental methods
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Figure 8.4: Overview of the experimental cycle to create Josephson junctions in a
2D Fermi gas. We use DMD1 illuminated with 532 nm light to project a repulsive box
potential with a narrow potential barrier (green dashed box) onto our gas after evap-
oration in the squeeze. Additionally, we use DMD2 illuminated with 532 nm light to
project a repulsive box potential without the barrier (left orange dashed box) to push
away residual atoms still trapped outside the box. To bring our system into the 2D
regime, we increase the squeeze power to compress the gas and transfer it into a single
layer of a repulsive optical lattice. Since the compressing is expected to heat the gas, we
reduce the power of light which illuminates DMD1 to reduce the height of the box po-
tential and evaporatively cool our system. Next, we tune the magnetic field to a value
between 730G and 870G while adjusting the DMD1 power to keep the height of the
tunnelling barrier relative to the chemical potential V0/μ constant. To initialise Joseph-
son oscillations, we change the pattern displayed on DMD2 to a step potential (right
orange dashed box) and briefly illuminate the DMD for a time between 0 and 20µs to
imprint an initial relative phase ϕ0 between 0 and 0.7π. Finally, we let the gas evolve
for a varying time t between 0 and 15ms and image the gas in-situ to extract the particle
number NL(t), NR(t) in each reservoir or after a time of flight of 9.5ms to extract the
phase difference ϕ(t) between the two reservoirs.

In the following section, I provide a more detailed description of
our experimental methods to create a Josephson junction, control the
phase difference anddetermine the temperature of our gas. Anoverview
of our experimental sequence to create a Josephson junction is shown
in Fig. 8.4.

8.1.1 Creation of a homogeneous 2D Fermi gas

We start our preparation of a Josephson junction by preparing a ho-
mogeneous 2D Fermi gas following the scheme described in [96]. We
start by evaporatively cooling a spinmixture of 6Li atoms in the |F = 1/2, mF = 1/2⟩
and |F = 1/2, mF = −1/2⟩ hyperfine states in a highly elliptical opti-
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cal dipole trap at a magnetic field close to the 832G Feshbach reso-
nance of 6Li. We then ramp to a magnetic field of 730G and project
our box potential onto the atoms using a digital micromirror device
(DMD54) illuminated with blue-detuned (λ = 532nm) light, which 54 Texas Instruments DLP6500FYE
we refer to as DMD 1. Additionally, we briefly ramp up a secondDMD
(DMD 2), also illuminated with 532nm light, that covers a larger area
to push away residual atoms still trapped outside of the box. Finally,
we load the atoms into a single node of an optical standing wave po-
tential with a lattice spacing of approximately 3 μm and a trap fre-
quency of ωz = 2π ⋅ 8.8(2) kHz and thereby bring the atoms into the
2D-regime. For allmeasurements, the chemical potential is well below
the trap frequency (μ < 0.7 ℏωz) and we can therefore parametrise
the interaction strength by an effective 2D scattering length a2D =
lz√π/0.905 exp(−√π/2 ⋅ lz/a3D) [83], where lz = √ℏ/mωz is the har-
monic oscillator length and a3D is the 3D scattering length.

8.1.2 Creation of a Josephson junction

A B C 

D 

Figure 8.5: Calibration of the barrier.
(A-C) Images of optical potentials used
to create Josephson junctions and corre-
sponding intensity slices (blue lines) for
a box size of 30µm×40µm and varying
barrier height controlled by the barrier
width of 0 pixel (A) , 4 pixels (B), and
8 pixels (C) displayed on DMD 1. The
projected barriers are broadened by the
finite resolution of the imaging system
used to project the image onto the atoms.
(D) From aGaussian fit (red line) to the
linesum of barrier image (B), we deter-
mine a 1/e2 waist of w = 0.81(6)μm.

We create a Josephson junction by using a narrow repulsive potential
barrier with a 1/e2 waist of w = (0.81 ± 0.06)µm to split the system
into two homogeneous 2D pair condensates connected by a weak link
(Fig. 8.3 A, B). To create the box potential and the tunnelling barrier,
we image DMD 1 directly onto the atoms using a high resolution mi-
croscope. The DMD has a pixel size of 7.56µm and is demagnified by
a factor of 75 by the imaging system, so that each DMD pixel has a
width of 0.1 µm in the image plane, which is much smaller than the
resolution of the imaging system. For narrow barriers with a width
W ≲ 10 pixel, we can therefore adjust the height of the barrier by
changing the width of the barrier on the DMD image. We characterise
the tunnelling barrier by using a second high resolution microscope
to image the intensity distribution in the plane of the atoms (Fig. 8.5)
for all barrier widths W used in our experiments. From these images,
we obtain a calibration of the relative change of the barrier height as a
function of W as well as a determination of the barrier width w, which
is independent of W for W ≤ 11 pixel (deviation < 10%).

8.1.3 Phase control and calibration

We imprint an initial relative phase ϕ0 between the two sides of the
junction by briefly illuminating one half of the system for a variable
time t between 0 and 20 μs with a spatially homogeneous optical po-
tential ΔV0 which is created by imaging DMD2 onto the atom plane.
The time t is much shorter than the Fermi time h/EF, which ensures
an almost pure phase excitation of ϕ0 = ΔV0t/ℏ. To calibrate the
imprinted phase ϕ0 we perform matter wave imaging [96, 197] and
observe the relative phase difference between the reservoirs in the dis-
placement of the pair condensation peak. We calibrate this procedure
by measuring the periodic displacement of the momentum peak as a
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Figure 8.6: Calibration of phase im-
printing. (A) We vary the time t
for which the imprinting potential is
switched on andmeasure the shift in the
position of the central momentum peak
(white dashed line). From its periodic
displacement, we obtain the height of
the optical potential ΔV0 = h ⋅ 16.0(5)
kHz. Each column represents a hor-
izontal line sum through the in-focus
part (white rectangular boxes in (B) and
(C)) of the imagedmomentumdistribu-
tion obtained via matter wave focusing.
The data shown is obtained by averag-
ing over 38 realisations. (B,C) Exem-
plary imaged momentum distributions
are shown for imprinted phases of (B)
ϕ0 = 0 for t = 0ms and (C) ϕ0 ≈ π for
t ≈ 50ms which both feature a central
part which is in focus and, horizontally
separated, the imaging broadened part
of the cloud which is out of focus.

A 

B 

C 

function of the time for which the imprinting potential is switched on.
From the measurement shown in Fig. 8.6, we obtain ΔV0 = h ⋅16.0(5)
kHz for the potential height55 and a displacement Δx = 5.5(3)μm/π.55 We define ΔV0 as the potential expe-

rienced by a pair of atoms, which has
two times the polarisability and there-
fore experiences twice the optical dipole
potential as a single atom.

8.1.4 Thermometry

Wenote that performing thermometry of our homogeneous Fermi gas
is challenging, since, in contrast to harmonic traps, there is no low
density region where the gas is thermal. This makes it very difficult
to observe and fit the thermal fraction of the cloud.

Figure 8.7: Equation of state. (A) Den-
sity difference Δn (dark blue dots) cre-
ated by a potential step ΔV, compared
to numerical simulations performed at
T/TF = 0.019 (dashed blue line),
T/TF = 0.033 (solid red line) and
T/TF = 0.047 (dotted dark red line).
(B) Residual sum of squares between
the numerical simulations performed
at different temperatures and the mea-
sured EOS. The dashed blue line is a
guide to the eye. The best agreement
between our measured equation of state
and the simulation is achieved at a tem-
perature of T/TF = 0.03.

We obtain an estimate of the temperature of the system by perform-
ing a time of flight measurement after DMD 1 has been ramped on
and the atoms have been loaded into the lattice, but without push-
ing away the low density wing of atoms outside the box with DMD
2. This measurement yields a temperature of T/TF ≈ 0.03, where
TF = EF/kB is the Fermi temperature of a system with Fermi energy
EF = ℏ2k2

F/2m = ℏ24πn/2m using the density n inside the box po-
tential. However, it is a priori unclear whether the atoms inside and
outside the box potential are fully thermalised, so a better method
to perform thermometry is to measure the density equation of state
μ(n, T) of a molecular condensate and compare it to a full numerical
simulation (s. Fig. 8.7). To measure the equation of state μ(n, T) we
apply the potential step used for the phase imprinting and measure
the density difference Δn between the two sides for varying potential
depths ΔV.

To determine the temperature of our system we compare the mea-
suredΔn(ΔV) of the bosonic systemwith interaction strength ln(kFa2D) =
−2.9 with simulated curves for different temperatures obtained using
the c-field method described in section 8.3. The discrepancy between
the measurement and the numerical simulations is minimised for a
temperature of T ≈ 0.03 TF (Fig. 8.7) which agrees well with the time
of flight measurement described above.
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8.2 Understanding the Josephson dynamics in an LC circuit model
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Figure 8.8: Illustrating the different
regimes of Josephson dynamics: With-
out a barrier (V = 0) the dynamics are
described by a sound wave propagating
with the speed of sound vs between the
boundaries of the boxwith size l⟂ which
gives rise to large phase gradients. For
very large barrier heights (V ≫ μ), the
dynamics of the system are dominated
by the current I = Ic sin(ϕ) through
the barrier and can be understood in a
simple two mode model as two weakly
linked states with a spatially constant
phase in each reservoir. In the inter-
mediate regime, where V ≈ μ, the dy-
namics of the systemare both influenced
by the barrier and the bulk superfluids
which we can understand as a LC circuit
in which a nonlinear Josephson induc-
tance LJ = ℏ/(Ic cos(ϕ)) is connected in
series to a linear bulk inductance LB and
a capacitance C.

The dynamics of our Josephson junction are determined by the bulk
dynamics of the two superfluid reservoirs and the tunnelling dynam-
ics in the vicinity of the barrier. These dynamics cannot be be captured
in the simple two-mode picture introduced in section 7.3.1, because for
the barrier depths V ≳ μ and system sizes l⟂ used in our experiments,
the spatial form of thewave functions is expected to vary in time, since
phase gradients that develop during oscillations do not have sufficient
time to fully equilibrate over the reservoirs.

Therefore, to describe the dynamics of our junctionwe introduce an
LC circuitmodel commonly used to describe superconducting Joseph-
son junctions [192, 195, 196], which isolates the Josephson dynamics
in the direct vicinity of the barrier from the superfluid reservoirs.

In our LC circuit model, we describe our junction as a nonlinear
Josephson inductance LJ which is connected in series to a linear bulk
inductance LB and a capacitance C (Fig. 8.3F), where the bulk induc-
tance LB characterises the inertia of the gas and the capacitance C its
compressibility. In this circuit, the current I = 1

2
d(ΔN)

dt is the instanta-
neous particle current across the junction determined by the change
in the particle number imbalance ΔN = NL −NR. The voltage over the
capacitor is given by UC = ΔN/2C, where ΔN/2 corresponds to the
charge of the capacitor. The voltage across the junction UJ = LJ

dI
dt is

related to the phase difference ϕ via the Josephson-Anderson relation
UJ = ℏ dϕ

dt and hence the junction has an inductance of LJ(ϕ) = ℏ/ dI(ϕ)
dϕ

as derived in extra 7.4. According to Kirchhoff’s law, the voltages
across the capacitor, the bulk inductance and the junction add to zero
and therefore the LC circuit is described by the differential equation

ΔN
C + (LB + LJ(ϕ)) ∂2(ΔN)

∂t2 = 0. (8.1)

For small phase excitations, LJ(ϕ) can be approximated by a con-
stant, phase independent inductance LJ,0 and Eq. 8.1 yields harmonic
oscillations with frequency ω = 1

√(LB+LJ,0)C
. For a vanishing barrier,
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the oscillations correspond to a phononic excitation propagating be-
tween the boundaries of the box at the speed of sound vs across the
length l⟂ of the system. In the circuitmodel, this corresponds toLJ = 0
and the frequency is given by ωs = 1

√LBC = 2π vs
2l⟂

. Hence, we can cal-
culate LJ,0 from the ratio of the oscillation frequencies

LJ,0 = LB (ω2
s

ω2 − 1) . (8.2)

For our homogeneous box system, the speed of sound vs = √ n
m

∂μ
∂n and

the capacitance C = 1
2

∂N
∂μB

= 1
4

∂N
∂μ = 1

8 l⟂l|| ∂n
∂μ are related to each other

by the compressibility κ = ∂μ
∂n , where μB = 2μ is the chemical potential

of a gas of bosonic dimers. Therefore, we can simply calculate the
bulk inductance LB = 1/ω2

s C = 8m l⟂/π2n l|| and thereby obtain the
Josephson inductance LJ,0 without using the equation of state μ(n),
where n is the density per spin state, m is the mass of a 6Li atom, and
l⟂ (l||) is the diameter of the boxperpendicular (parallel) to the barrier.

8.3 Comparison with numerical simulations

The following section describes numerical simulations of our Josephson junc-
tion which were developed by Vijay Singh and Ludwig Mathey and are de-
scribed in more detail in [198].

The dynamics of a 2D bosonic Josephson junction are simulated with
the c-field method that was used in Ref. [199]. Our homogeneous 2D
system is described by the Hamiltonian

Ĥ0 = ∫dr [ ℏ2

2M∇ψ̂†(r) ⋅ ∇ψ̂(r) + g
2 ψ̂†(r)ψ̂†(r)ψ̂(r)ψ̂(r)] , (8.3)

where ψ̂ and ψ̂† are the bosonic annihilation and creation operators, re-
spectively. The interaction g is given by g = ̃gℏ2/M, where ̃g is the di-
mensionless interaction and M the mass of a 6Li2 molecule. Here, ̃g is
determined by ̃g = ̃g0/(1− ̃g0

2π ln(2.09kFℓd)), with ̃g0 =
√

8πas/ℓd [80],
where as is the molecular s-wave scattering length, ℓd = √ℏ/(Mωz) is
the harmonic oscillator length in the transverse direction, and kF is the
Fermi wave vector. Analogous to the experiments, 2D clouds of 6Li2
molecules confined in a box of dimensionsLx×Ly are considered. The
space is discretised with a lattice of size Nx × Ny and a discretisation
length l = 0.5 μm. Within the c-field representation, the operators ψ̂
in Eq. 8.3 and the equations of motion are described by complex num-
bers ψ. The initial states are sampled in a grand canonical ensemble
with chemical potential μ and temperatureT via a classicalMetropolis
algorithm. The system parameters, such as the density n, ̃g, and T are
chosen in accordance with the experiments. To simulate the Joseph-
son junction, the term ℋex = ∫drV(r)n(r) is added, where n(r) is the
density at the location r = (x, y). The barrier potential V(r) is given
by

V(r) = V0 exp(−2(x − x0)2/w2), (8.4)
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where V0 is the barrier height and w the width. The potential is cen-
tered at the location x0 = Lx/2. Analogous to the experiments, a waist
of w = 0.85 μm and a barrier height V0/μ in the range 0 − 2 is chosen,
where μ = gn. This splits the system in x-direction into two equal
2D clouds, which we refer to as the left and right reservoir. Subse-
quently, a fixed value of the phase is imprinted on one of the reser-
voirs, which creates a phase difference Δϕ = ϕL − ϕR, where ϕL (ϕR)
is themean value of the phase of the left (right) reservoir. The sudden
imprint of phase results in oscillations of Δϕ and the density imbal-
ance ΔN = NL −NR, where NL (NR) is the number of molecules in the
left (right) reservoir. We analyse the time evolution of ΔN and Δϕ
for system parameters close to the ones used in the experiments. Fig.
8.2A-C shows simulations of Δϕ(t) at three different temperatures of
T/TF ≈ 0.01, 0.03, and 0.06 for n = 2.25 μm−2, ̃g = 1.8 and a system
size of Lx × Ly = 20 × 40 μm2. The damping of the oscillations in-
creases with temperature. To quantify this observation, we fit Δϕ(t)
with a damped sine function f(t) = A0e−Γt sin(ωt + θ), where A0 is
the amplitude, ω is the oscillation frequency, Γ is the damping, and θ
is the phase shift. The determined ratio ofΓ/ω is 0.05, 0.09, and 0.45 for
T/TF ≈ 0.01, 0.03, and 0.06, respectively. As the experimentally ob-
served damping is on the order of Γ/ω ≈ 0.07, this suggests an exper-
imental temperature on the order of T/TF ≲ 0.03, which is consistent
with the results from measurements of the momentum distribution
and the equation of state shown in Fig. 8.7. To obtain a calibration
of the experimental barrier height, the system is simulated for a wide
range of barrier heightsV0 and the simulated and extracted Josephson
inductances are matched by fitting the calibration factor between the
width W of the barrier on the DMD and the simulated barrier height
V0.

To understand the mechanism for the thermal damping of the os-
cillations, we examine the phase evolution of a single sample of our
ensemble. Figure S 8.2D shows the phase ϕ(x, y) at a point in time
which is 3.9ms after a phase imprint of π/4 for the same n, ̃g and box
size as above, and T/TF ≈ 0.03. At this time the system exhibits dis-
tinct values of the mean phase for the left and right reservoir and a
strong phase gradient across the barrier. As expected for a 2D sys-
tem, the phase is weakly fluctuating within the reservoirs due to ther-
mal phonons. In addition to the phonons, we identify the nucleation
of vortex-antivortex pairs as an additional mechanism of dissipation.
The phase winding around a lattice plaquette of size l × l is calculated
using ∑2 δϕ(x, y) = δxϕ(x, y) + δyϕ(x + l, y) + δxϕ(x + l, y + l) +
δyϕ(x, y + l), where the phase differences between sites is taken to be
δx/yϕ(x, y) ∈ (−π, π]. The calculated phase winding is shown in Fig.
8.2D. A vortex and an antivortex are identified by a phase winding of
2π and −2π, respectively. The vortex pairs are nucleated mainly in-
side the barrier in the regions of low densities. Both the phonons and
vortices lead to the damping of oscillations shown in Fig. 8.2 A-C.





9 OBSERVATION OF A SINUSOIDAL CURRENT-PHASE RELATION
IN A COLD ATOM JOSEPHSON JUNCTION

The fundamental property of Josephson junctions is a nonlinear current-
phase relation I(ϕ), which arises when two phase coherent quantum
states are weakly linked. While in principle the explicit form of I(ϕ)
depends on the microscopic details of the link and the coupled quan-
tum states[30], for an ideal Josephson junction the current-phase rela-
tion takes a simple sinusoidal form I(ϕ) = IC sin(ϕ), where the critical
current IC is a direct measure for the wave function overlap.

b

a

a c

b

c

A

B

Figure 9.1: (A) Simulated Josephson os-
cillations in imbalance ΔN (red) and
phase difference ϕ (blue) for a large
phase amplitude of ϕ0 = 0.9π, where
we assumed an ideal current-phase re-
lation I(ϕ) = Ic sin(ϕ) and the limit of
a deep barrier LJ ≫ LB. The oscilla-
tions are anharmonic with an increased
oscillation period T ≈ 2T0 compared
to its small amplitude value T0. (B)
The current-phase relation determines
the instantaneous current I(ϕ(t)) =
1
2

d
dt ΔN(t) as illustrated in (A) and (B)

for ϕ = −π/2 (a), ϕ = 0 (b), and
ϕ = π/2 (c).

Figure 9.2: Measurement of the current-
phase relation in a 3D Bose gas. A
weak link was rotated through a ring-
shaped BEC and the corresponding cur-
rent IWL and phase drop γ over the link
were extracted from interference mea-
surements. Since the size of the weak
link (∼ 6µm) is large compared to the
healing length of the gas (ξ ∼ 0.3µm),
a linear form of IWL(γ) was observed
for potential heights of the weak link of
V0 = 0.45μ (b),V0 = 0.6μ (c), and
V0 = 0.7μ (d). Adapted from [200].

For superfluid helium, such ideal Josephson junctions could be re-
alizedwith nano-aperture arrayswhich enabled a striking demonstra-
tion of the transition from a linear to a sinusoidal current-phase re-
lation in the crossover from a strong to a weak link (s. Fig. 7.10).
While more recently superfluid Josephson junctions were also exten-
sively studied with ultracold quantum gases, the characteristic non-
linear current-phase relation could not be observed. So far, the only
available measurement of the current-phase relation in a cold atom
Josephson junction is consistent with the linear form I(ϕ) ∝ ϕ ex-
pected in the strong coupling limit (s. Fig. 9.2) [200].

In this chapter, we report on the observation of a sinusoidal current-
phase relation in a cold atom Josephson junction. Toprobe the current-
phase relation of our junction wemeasure the frequency of Josephson
oscillations as a function of the phase difference across the junction.
Our result shows that the critical current of our junction is determined
by the wave function overlap and can therefore be used as a probe for
the order parameter in our 2D fermionic superfluid as presented in
chapter 10.

9.1 Probing the current-phase relation of an ideal Josephson junction

To probe the current-phase relation of our Josephson junction we ex-
cite Josephson oscillations with large phase amplitudes ϕ0 (s. Fig.
9.3). In this regime, the nonlinear current-phase relation leads to an-
harmonic oscillations with an increased oscillation period T(ϕ0). One
possibility to extract the current-phase relation from such anharmonic
oscillations would be to obtain the instantaneous current I(ϕ(t)) and
relating it to the corresponding phase difference ϕ(t) (s. Fig. 9.1).
However, this approach has the significant drawback that obtaining
I(ϕ(t)) requires numerical differentiation ofΔN(t), which is extremely
sensitive to noise.

Hence, we use the information contained in the shift of the funda-
mental frequency ω(ϕ0) = 2π/T(ϕ0) to probe the current-phase rela-
tion. We achieve this by imprinting a variable initial phase difference
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ϕ0 = 0 − 0.7π across the barrier and measuring the reduction of the
fundamental frequency ω(ϕ0) as a function of ϕ0 (s. Fig 9.3D). To ex-
tract the nonlinear response of the current from our measurements of
ω(ϕ0), we first use eq. 8.2 to calculate the corresponding Josephson
inductance5656 It is important to note that this in-

ductance LJ,0(ϕ0) only depends on the
phase amplitude ϕ0 and is therefore
different from the instantaneous in-
ductance LJ(ϕ(t)) which changes dur-
ing anharmonic oscillations. Instead,
LJ,0(ϕ0) can be understood as a time av-
eraged quantity which can be obtained
by averaging LJ(ϕ(t)) over an oscilla-
tion period T.

LJ,0(ϕ0) = LB ( ω2
s

ω2(ϕ0) − 1) . (9.1)

We then apply the relation ∂I/∂ϕ = ℏ/LJ to LJ,0(ϕ0) to obtain an ef-
fective current

I0(ϕ0) = ∫
ϕ0

0

ℏ
LJ,0(ϕ′

0)dϕ′
0 (9.2)

by integrating57 over the values of the imprinted phase ϕ0.
57 The integral expression 9.2 for I0(ϕ0)
is evaluated by performing a Riemann
sum over all experimentally determined
values of ℏ

LJ,0(ϕ′
0) for which ϕ′

0 ≤ ϕ0

While this effective current is different from the instantaneous cur-
rent, we can directly relate the effective current-phase relation I0(ϕ0)
and the instantaneous current-phase relation I(ϕ). In particular, we
show that for an ideal Josephson junction I0 follows a rescaled current-
phase relation5858 Eq. 9.3 is derived for LJ ≫ LB in ex-

tra 9.1 and numerically validated in the
experimentally relevant regime of LJ ≳
LB in section 9.3.1.

I0(ϕ0) ≈ 2IC sin(ϕ0/2). (9.3)

We find that our measurement is in excellent agreement with this
sinusoidal current-phase relation, indicating that our junction is an
ideal Josephson junction [30, 200]. This implies that the current across
the junction is indeed a supercurrent, driven by the phase difference
between two superfluids.
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Figure 9.3: Current-phase relation. Josephson oscillations through a tunnelling barrier
with height V0/μ = 1.51(8) at initial phase imprints of ϕ0 = 0.14π (A), 0.42π (B)
and 0.62π (C). The amplitude of the oscillations increases for stronger phase imprints,
while the frequency is reduced. (D) Oscillation frequency as a function of imprinted
phase, where the error bars denote the 1σ fit error. (E) Inductance of the junction cal-
culated from the measured oscillation frequencies. (F) Effective current I0 through
the junction obtained by performing a Riemann sum over the measured values of LJ,0
shown in (E) according to ∂I/∂ϕ = ℏ/LJ. Our data is in excellent agreement with
the rescaled current-phase relation I0 = 2IC sin(ϕ0/2) expected for an ideal Joseph-
son junction (red solid lines), where the initial slope IC is determined from the first
three data points. Each data point in (A, B, C) is obtained by averaging 20 individual
measurements.
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Figure 9.4: Illustration of our method
to probe the current-phase relation
for an ideal Josephson junction.
Equivalent to a mathematical pendu-
lum, the oscillation period increases
as T(ϕ0) = T0

2
π K(sin(ϕ0)), where

K(k) = ∫π/2
0 du/√1 − k2 sin2 u

is the complete elliptic integral of
the first kind. The corresponding
shift in the fundamental frequency
ω(ϕ0) = 2π/T(ϕ0) (black solid
line) can be well approximated by
ω = ω0(1 − ϕ2

0/16) (blue dash-dotted
line) and ω = √cos(ϕ0/2) (orange
dashed line). We calculate the cor-
responding Josephson inductance
LJ,0 = ℏ

Ic
(ω0/ω)2 and the effective

current I0 according to eq. 9.9. For
phase excursions ϕ0 ≤ 0.7π, the effec-
tive current is well-approximated by
I0 = 2Ic sin(ϕ0/2).

Extra 9.1: Derivation of the effective current-phase relation I0(ϕ0)
To understand how a measurement of the Josephson oscillation frequency
ω(ϕ0) as function of the imprinted phase ϕ0 can be used to probe the
current-phase relation I(ϕ), it is instructive to consider an ideal Josephson
junction in the limit of a dominating barrier (s. Fig. 8.8).
In this limit, the dynamics of the junction are described by the differential
equation

UJ + UC = ℏϕ̇ + ΔN
2C = 0 (9.4)

, which after differentiation and using I(ϕ) = 1
2

d
dt ΔN can be expressed as

ℏϕ̈ + I(ϕ)
C = 0. (9.5)

Using I(ϕ) = Ic sin(ϕ) we can express eq. 9.5 as

ϕ̈ + ω2
0 sin(ϕ) = 0, (9.6)

, where ω0 = 1/√LJ(0)C and LJ(0) = ℏ/Ic. Eq. 9.6 is equivalent to the
equation of motion of amathematical pendulumwith linear oscillation fre-
quency ω0 (s. Fig. 9.5). As shown in Fig. 9.4 the frequency decreases to
second order in the phase amplitude ϕ0 as

ω(ϕ0) ≈ ω0(1 − ϕ2
0/16) ≈ ω0√cos(ϕ0/2). (9.7)

Since for an ideal Josephson junction 2 ∂I(ϕ/2)
∂ϕ ∣ϕ0

= Ic cos(ϕ0/2) we can di-
rectly express eq. 9.7 in terms of the derivative ∂I/∂ϕ as

ω2(ϕ0) ≈ ω2
0

1
Ic

2∂I(ϕ/2)
∂ϕ ∣

ϕ0

. (9.8)

Therefore, the current-phase relation can finally be reconstructed by inte-
grating over the phase ϕ0,

2I (ϕ0
2 ) ≈ ∫

ϕ0

0
Ic

ω2(ϕ′
0)

ω2
0

dϕ′
0 = ∫

ϕ0

0

ℏ
LJ,0(ϕ′

0)dϕ′
0 ≡ I0(ϕ0), (9.9)

where we expressed the integrand in terms of the Josephson inductance

LJ,0(ϕ′
0) = ℏ

Ic
( ω0

ω(ϕ′
0) )

2
for a system with vanishing bulk inductance.

C LJ 𝜙𝜙 =
𝐿𝐿J(0) 
cos𝜙𝜙  

𝜔𝜔0 = 1/ 𝐿𝐿J(0)𝐶𝐶 

𝜙𝜙 

𝜔𝜔0 = 𝑔𝑔/𝑙𝑙 

𝐼𝐼 𝜙𝜙 = 𝐼𝐼𝑐𝑐 sin𝜙𝜙 

Figure 9.5: Analogy between a nonlinear LC circuit and a mathematical pen-
dulum. Eq. 9.6 describes both the oscillation of the phase difference ϕ of an ideal
Josephson junction in series with a capacitance C and a mathematical pendulum
with excursion angle ϕ.
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9.2 Estimate of higher order contributions

Figure 9.6: Higher order contributions
to the current-phase relation. We fit
our extracted current I0 from Fig. 9.3F
(blue dots) with eq. 9.11 to account
for contributions to the current-phase
relation up to second order I2ϕ(ϕ) =
I1 sin(ϕ) + I2 sin(2ϕ) and obtain a ra-
tio of the second order current to the
first order current of I2/I1 = 0.03 (red
line). The corresponding instantaneous
current I2ϕ for this value of I2/I1 (inset,
red line) agrees well the ideal sinusoidal
form with I2 = 0 (inset, black line).

To further support our observation of a sinusoidal current-phase
relation, we compare our data shown in Fig. 9.3 F with a more general
current-phase relation

I2ϕ(ϕ) = I1 sin(ϕ) + I2 sin(2ϕ), (9.10)

where the current I1 (I2) corresponds to the first (second) order con-
tribution to the critical current [30].59 In this case, the extracted cur- 59 As described in [30] the current-

phase relation can generally be ex-
pressed in a Fourier series as I(ϕ) =
∑n≥1 In sin(nϕ)+Jn cos(nϕ) with n-th
order coefficients In and Jn. The coef-
ficients Jn vanish if time-reversal is not
broken.

rent I0 obtained from 9.9 is also expected to follow a simple rescaled
form60

60 For a derivation of eq. 9.11 see section
9.3.2.

I0(ϕ0) ∝ sin(Aϕ0/2). (9.11)

Here the additional scaling parameter A is given by

A2 = 1 + 8I2/I1
1 + 2I2/I1

, (9.12)

and interpolates between A = 1 for I2/I1 = 0 and A = 2 for I2/I1 ≫ 1.

Figure 9.7: The current-phase relation
in dependence on the barrier depth.
The current-phase relation is extracted
from a numerical simulation of a junc-
tion with parameters comparable to the
ones used in our experiments with a
density of n = 2.25/µm2, interaction
parameter ̃g = 1.8 and temperature
T/T0 = 0.3. Here T0 is the critical
temperature corresponding to a critical
phase space density ofnλ2

c = ln(380/ ̃g)
[90]. We observe a transition from the
ideal Josephson regime for high barrier
depths Ṽ0 = V0/μ ≳ 1.75 to the onset
of higher order contributions for barrier
depths Ṽ0 ≲ 1.5. Adapted from [198].

We fit our data to eq. 9.11 and obtain A = 1.09(1) (s. Fig. 9.6).
This corresponds to a contribution of the second harmonic current of
I2/I1 = 0.03, which iswellwithin the uncertainty of ourmeasurement.

Numerical simulation of the current-phase relation

Finally, we note that achieving this sinusoidal current-phase relation
requires a barrier deep in the tunnelling regime which is fulfilled for
our barrier depth of V0/μ ≈ 1.5. To estimate the effect of a reduced
barrier depth on the current-phase relation, the Josephson dynamics
of our system are simulated for barrier depths 1.25 ≤ V0/μ ≤ 2.5
using the numerical method described in chapter 8.3. We find good
agreement with a sinusoidal current-phase relation for barrier depths
V0/μ ≥ 1.75 which agrees with our experimental value within the
systematic errors of our barrier depth calibration. For lower barrier
depths, we observe deviations from this ideal Josephson regime as
expected from higher contributions to the current-phase relation de-
scribed by eq. 9.10.
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9.3 Methods

9.3.1 Numerical validation of our scheme to probe the current-phase
relation

Figure 9.8: Numerical validation of our
scheme to probe the current-phase re-
lation We numerically solve eq. 9.13 for
LJ,0/LB = 1.3 for initial phases 0 ≲
ϕ0 ≤ 0.7π. (A,B) For a small ini-
tial phase ϕ0 = 0.1π, we observe har-
monic oscillations in imbalance z (A)
and phase difference ϕ (B) with oscil-
lation period T = T0. (C,D) For a
large initial phase ϕ0 = 0.7π, the os-
cillations in imbalance z (C) and phase
difference ϕ (D) are anharmonic with
an increased oscillation period T >
T0. (E) We determine the frequency
ω = 2π/T of oscillations for initial
phase differences 0 ≲ ϕ0 ≤ 0.7π
using a harmonic fit to the simulated
data (red lines in (A-D)). (F) We ob-
tain the effective current I0(ϕ0) by cal-
culating the inductance LJ,0(ω) for each
initial phase ϕ′

0 and evaluating the in-
tegral I0(ϕ0) = ∫ϕ0

0 dϕ′
0ℏ/LJ,0(ϕ′

0)
according to eq. 9.2. We find that
the extracted current I0 agrees well
with the rescaled current-phase relation
I0(ϕ0) = 2Ic sin(ϕ0/2) (red lines in (E)
and (F)) expected for an ideal Joseph-
son junction, which validates our exper-
imental scheme to probe the current-
phase relation for the parameters used
in our experiment.
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In the previous section we have described our extraction scheme
for the current-phase relation I0(ϕ0) that is based on frequency mea-
surements. It works for an isolated Josephson junction and produces
a simple rescaled current-phase relation. Here, I will show that this
extraction scheme is also suitable for the case of a Josephson junction
in series with a bulk inductance which describes our experiment bet-
ter. In particular, I will show that for an ideal Josephson junction in
series with a linear bulk inductance, we extract the rescaled current-
phase relation given by eq. 9.9 up to small corrections on the order of
2%. To do this we rewrite the general differential equation 8.1 for our
system as

ΔN + 1
ω2s

(1 + LJ(ϕ)
LB

) ∂2(ΔN)
∂t2 = 0. (9.13)

We numerically simulate the dynamics of Eq. 8.1 for a range of initial
phase excursion ϕ0 with the characteristics of an ideal Josephson junc-
tion LJ = ℏ/(IC cos(ϕ)) and LJ,0/LB = 1.3 which is the value of LJ,0/LB
for the system that was used for the measurements in Fig. 9.3. In
analogy to our measurement routine, we fit the resulting anharmonic
oscillations for each value of ϕ0 to extract the fundamental oscillation
frequency ω(ϕ) and extract the corresponding current-phase relation
I0(ϕ0) according to eq. 9.2. We find that for initial phase excitations
ϕ0 ≲ 0.7π, eq. 9.3 and the numerically extracted current-phase rela-
tion I0(ϕ0) agree within 2% (s. Fig. 9.8) 61. Hence, we compare our61 We note that for systems with domi-

nant bulk inductance LB > LJ, the de-
viation between extracted current-phase
relation I0(ϕ0) and the simple rescaled
expression 9.2 increases. Hence, our di-
rect probing of the current-phase rela-
tion I(ϕ) only works in our experimen-
tally accessed regime of LJ > LB.

data shown in Fig. 9.3 to eq. 9.3.

9.3.2 Derivation of the the generalized rescaled current-phase relation
to estimate the contribution of higher harmonics

In the previous section we have shown that the experimentally deter-
mined determined effective current I0 for our system with LB/LJ =
1.3 is expected to follow a simple rescaled form I0 = 2Ic sin(ϕ0/2) for
a sinusoidal current-phase relation I(ϕ) = Ic sin(ϕ). Here, we will
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generalise this result and show that for a more general current-phase
relation I(ϕ) = I1 sin(ϕ) + I2 sin(2ϕ) the extracted current I0 also fol-
lows a simple rescaled form

I0(ϕ0) ∝ sin(Aϕ0/2), (9.14)

where the scaling parameter A is determined by the ratio of I2/I1.
To do this, we generalise eq. 9.5 for an arbitrary current-phase re-

lation I(ϕ)

ϕ̈ + 1
ℏCI(ϕ) = 0 . (9.15)

To second order, the current-phase relation can be expressed as [30]

I(ϕ) = I1 sin(ϕ) + I2 sin(2ϕ), (9.16)

where the current I1/2 corresponds to the first/second order contri-
bution to the critical current. Therefore, the differential equation 9.15
reduces to

ϕ̈ + ω2
1 sin(ϕ) + ω2

2 sin(2ϕ) = 0 , (9.17)

where ω2
1,2 = I1,2/ℏC. We determine the oscillation period T of the

anharmonic oscillations described by eq. 9.17 which is of the general
form

ϕ̈ = F(ϕ) , (9.18)

with

F(ϕ) = −ω2
1 sin(ϕ) − ω2

2 sin(2ϕ). (9.19)

As described in [201] the oscillation period T normalised to 2π to sec-
ond order in the amplitude ϕ0 is given by

T ≈ T0 + T2ϕ2
0, (9.20)

where T0 = 2π, T2 = π
12 (10 ( F2

F1
)2 + 9 F3

F1
) and F1 = −ω2

1 − 2ω2
2,

F2 = 0, F3 = ω2
1/6 + 4ω2

2/3 are the Taylor coefficients of

F(ϕ) =
∞

∑
j=1

Fjϕj
0. (9.21)

Inserting the value for T2, we obtain

T ≈ 2π +
1
6 ω2

1 + 4
3 ω2

2
ω2

1 + 2ω2
2

ϕ2
0. (9.22)

Using (ω2/ω1)2 = I2/I1, we get the following expression for the oscil-
lation period

T/T0 ≈ 1 + 1
16A2ϕ2

0 (9.23)

and for the fundamental oscillation frequency

ω(ϕ)/ω0 ≈ 1 − 1
16A2ϕ2

0, (9.24)
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where

A2 =
1 + 8 I2

I1

1 + 2 I2
I1

. (9.25)

Therefore, we finally get

(ω(ϕ)/ω0)2 ≈ 1 − 1
8A2ϕ2

0 ≈ cos(Aϕ0/2) (9.26)

and obtain

I0(ϕ0) ∝ sin(Aϕ0/2), (9.27)

which generalises eq. 9.9 to account for second order contributions to
the current-phase relation.



10 THE CRITICAL CURRENT IN THE 2D BEC-BCS CROSSOVER:
AN IN-SITU PROBE FOR PHASE COHERENCE IN A 2D SUPERFLUID

Figure 10.1: Observation of the super-
fluid jump in a thin helium film. In the
experiment by Bishop and Reppy [202],
2D 4He films are adsorbed on a Mylar
substrate which is wound as a spiral on
the axis of a torsional oscillator. The
period shift ΔP and inverse dissipation
Q−1 of this oscillator are measured for
temperatures T around the critical tem-
perature Tc. For T < Tc the superfluid
decouples from the substrate which re-
sults in abrupt changes of both ΔP and
Q−1 thereby providing direct evidence
for the predicted superfluid jump of the
superfluid density at Tc [89]. Adapted
from [202].

The superfluid and coherence properties of a quantum system de-
pend dramatically on its dimensionality. While 3D superfluids dis-
play long-range coherence where the phase of the order parameter
Ψ(r) remains correlated over the whole system, reducing the dimen-
sionality increases phase fluctuations and thereby prevents such long-
range order for any non-zero temperature [11, 12]. While in 1D quan-
tum systems these phase fluctuations dominate for any finite temper-
ature and prevent superfluidity altogether, in 2D systems BKT theory
predicts that for sufficiently low temperatures the formation of vortex
antivortex pairs can significantly suppress long-range phase fluctua-
tions and thereby enable superfluidity [13, 14].62

62 Formore details on the BKT transition,
see the review article byHadzibabic and
Dalibard [81] or chapter 3.2 of this the-
sis.

Figure 10.2: Study of the BKT tran-
sition in an ultracold 2D Bose gas.
(a) Two 2D Bose gases are trapped in
an optical lattice potential which cre-
ates a tight confinement along the z-
axis. (b) After switching off the lat-
tice, the clouds expand and interfere.
The resulting interference patterns di-
rectly reveal the spatial coherence prop-
erties of each 2D cloud [203]. For low
temperatures the straight interference
pattern demonstrates quasi-long-range
phase coherence (c), while for high tem-
peratures the waviness of the fringes
showenhancedphase fluctuations in the
gas (d). Adapted from [144].

One of the most striking experimental demonstrations of the BKT
transition was provided by Bishop and Reppy [202] in a thin super-
fluid 4He film, where the predicted jump of the superfluid density
from ns = 4/λ2

dB to ns = 0 [89] could be observed as the temperature
of the system was increased above Tc (s. Fig. 10.1). However, since
such superfluid helium films do not enable access to the local phase
of the superfluid order parameter, the characteristic change in the de-
cay of g1 from algebraic to exponential at the phase transition from
superfluid to normal could not be observed in these experiments.

Ultracold atoms offer the unique possibility to directlymeasure cor-
relation functions of the superfluid order parameter to provide insight
into the nature of the BKT transition. So far, measurements of phase
coherence in 2D quantum gases were based on time of flight measure-
ments. In their pioneering work, Hadzibabic et al. [144] used the in-
terference between 2D Bose gases to gain information about phase co-
herence in such ultracold 2D superfluids as suggested in [203] (s. Fig.
10.2). In particular, the authors of [144] observed a transition from
quasi long-range phase coherence at low temperatures to enhanced
phase fluctuations at high temperatures, while the transition was ac-
companied by the proliferation of free vortices - a striking demonstra-
tion of the microscopic origin for the BKT transition. More recently,
evidence for the BKT transition could also be obtained in strongly in-
teracting 2D Fermi gases by extracting the first order correlation func-
tion g1 = FT(ñ(k)) from the momentum distribution ñ(k) (s. Fig.
10.3). While thesemeasurements could demonstrate a transition from
an algebraic to an exponential decay of phase coherence, the algebraic
scaling exponent η could only be extracted as a trap-averaged quan-
tity over an inhomogeneous density distribution. This complicated a
quantitative interpretation of their results and yielded a scaling ex-
ponent of η ≈ 1.4 at the critical temperature Tc - an increase by a
factor of ∼ 5 from the value of η = 1/4 expected for uniform systems.
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In addition, these measurements required a quench of the system to
the weakly-interacting bosonic limit, since interactions during time of
flight would otherwise alter the imaged momentum distribution - in
particular in the strongly interacting regime.

Figure 10.3: Phase correlations in a har-
monically trapped 2D Fermi gas. As
presented in [78], g1 = F.T.(ñ(k))
was reconstructed from the momentum
distribution ñ(k) obtained from mat-
ter wave focusing. The scaling expo-
nent η was extracted from g1 for var-
ious interaction strengths and temper-
atures, but was significantly influenced
by the imaging system and the inhomo-
geneous density distribution. Adapted
from [78].

In this chapter, we show that our Josephson junction can be used
as a novel in-situ probe for phase coherence in strongly correlated 2D
superfluids. We observe Josephson oscillations in the entire crossover
from weakly bound Cooper pairs to deeply bound molecules and use
our LC circuit model to extract the corresponding critical current of
our junction in the 2D BEC-BCS crossover. For our ideal Josephson
junction this critical current is directly linked to the condensate den-
sity nc and the algebraic scaling exponent η, which we extract in the
bosonic limit of our 2D Fermi gas. Our results provide a starting point
to demonstrate the algebraic decay of phase coherence from the sys-
tem size scaling of Josephson dynamics in a 2D quantum gas.

10.1 Results

10.1.1 Observation of Josephson oscillations and critical current in the
2D BEC-BCS crossover

Following our observation of a sinusoidal current phase relation pre-
sented in the previous chapter, we can finally use our Josephson junc-
tion as a probe for 2D superfluidity in the strongly correlated regime.
To do this we prepare Josephson junctions in homogeneous 2D Fermi
gases with various interaction strengths ranging from ln(kFa2D) ≈ −3
to ln(kFa2D) ≈ 2. To remain in the ideal Josephson regime, we main-
tain a constant V0/μ = 1.4(2) by adjusting the barrier height V0 for
each interaction strength according to a reference measurement of the
chemical potential μ (s. Fig. 10.4). Subsequently, we imprint a small
initial phase difference ofϕ0 ≈ π/4 and observe Josephson oscillations
over a wide range of interaction strengths, indicating the presence of
superfluidity in the entire crossover from tightly bound molecules to
weakly bound Cooper pairs (s. Fig. 10.5).Figure 10.4: Chemical potential in the

BEC-BCS crossover. Relative change of
the chemical potential of our system for
different magnetic fields, normalized to
the chemical potential at a field of 730G.
The chemical potential is extracted from
the initial slope of the EOS measure-
ments shown in Fig. 8.7. The red line is
a heuristic fit we use to keep V0/μ con-
stant during our measurements across
the crossover (Fig. 10.5).

To quantify the effect of interactions on our system we apply our
LC circuit model to extract the critical current IC from the frequency
of the Josephson oscillations. We observe that, within the uncertainty
of our measurement, the critical current stays nearly constant with a
tendency towards smaller values of IC when approaching the BCS side
of the resonance.

10.1.2 Extracting the condensate density from the critical current in
the bosonic limit

Since the critical current IC for our ideal Josephson junctions is de-
termined by the wave function overlap, we can use it to measure the
condensate density nc of our 2D Fermi gas. Very recently, such a mea-
surement of the condensate density based on Josephson critical cur-
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Figure 10.5: Interaction dependence of the critical current. Josephson oscillations for
interaction strengths of ln(kFa2D) = −2.4 (A), ln(kFa2D) = 0.7 (B) and ln(kFa2D) =
1.9 (C), where kF is the Fermi wave vector and a2D is the 2D scattering length as de-
fined in [63]. The measurements are performed in the linear regime with constant den-
sity n = 1.21(9)μm−2 and relative barrier height V0/μ = 1.4(2). (D) Oscillation fre-
quency for sound (red diamonds) and Josephson (blue dots) oscillations as a function
of the 2D interaction parameter ln(kFa2D). The frequency increase of the bare sound
mode when going from the molecular to the BCS regime reflects the interaction depen-
dence of the chemical potential. (E) Critical current of the junction extracted from the
frequency difference between the soundmode and the Josephson oscillations. The error
bars denote the 1σ fit error. The blue line is the critical current IC ∝ nctk=0 calculated
for a condensate fraction ofnc/n = 0.72 and a tunnelling amplitude tk=0 obtained from
a mean field calculation of the transmission through the barrier (s. section 10.2.2). To
calculate the tunnelling amplitude we approximate our junction with a rectangular bar-
rier with a width b = 0.81 μm, which is a reasonable approximation for the Gaussian
barrier used in the experiment. The shaded region denotes the systematic uncertainty
resulting from the 15% uncertainty in V0/μ. The dashed grey lines indicate the upper
(T = 0) and lower (T = Tc) bound for the critical current obtained from our theory.
While it is unclear how far into the strongly correlated regime our bosonic theory is
quantitatively accurate, it reproduces the qualitative behaviour of our data across the
entire BEC-BCS crossover. Each data point in (A, B, C) is obtained by averaging 42
individual measurements.
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rents was performed in a 3D Fermi gas, where the expected decrease
of the condensate fraction from the BEC to the BCS regime could be
observed [193].

The key challenge to obtain the condensate density nc from such a
measurement of the critical current is a calculation of the tunnelling
amplitude through the barrier. Following the theoreticalwork in [194],
the authors of [193] expressed the critical current IC ∝ nc

√μ|t|(μ) in
terms of the chemical potential μ and the single particle tunnelling
amplitude |t|(μ) for this energy μ and experimentally verified the va-
lidity of this expression for various barrier parameters. Motivated by
this work on 3D systems [194], we derive an analytic expression for
the critical current

IC ≈ 2ncAtk=0
ℏ , (10.1)

of our 2D Josephson junction in the bosonic limit including phase fluc-
tuations andmean field contributions to the tunnelling amplitude tk=0
inside the barrier (s. section 10.2.2) [194].

We use this theory to determine the condensate fraction from the
measured critical current for interaction strengths ln(kFa2D) ≤ −0.9
and obtain nc/n = 0.72(8)stat. (+0.1

−0.2)sys., where the systematic error
arises from the 15% uncertainty in V0/μ. For our homogeneous 2D
system, Berezinskii-Kosterlitz-Thouless theory relates the condensate
fraction nc/n ≈ (l⟂/ξ)−η to the algebraic decay of phase coherence
over the finite size l⟂ of the box, where ξ is the healing length of the
condensate and η is the algebraic scaling exponent[81, 204]. Ourmea-
sured critical current therefore corresponds to a scaling exponent of
η = 0.08(3)stat. (+0.07

−0.04)sys., which agrees well with the scaling expo-
nent η ≈ 1

4
T
Tc

≈ 0.075 expected for our temperature of T/TF ≈ 0.03
[62, 78, 81, 205]

10.1.3 System size scaling

Since we estimate the scaling exponent η from a single measurement
of the critical current, there could in principle be small corrections to
this value due to boundary effects of our box system or non-universal
short range physics.63 To explicitly show the algebraic scaling63 The short range behaviour of g1(r) =

(r2
0/(r2

0 + r2))η/2 can expressed with a
certain cutoff r0 which for a 2D Bose gas
was shown to be well approximated by
r0 ≈ ξ, where ξ is the healing length of
the gas [206].

Ic(L) ∝ (1/L)η (10.2)

and avoid these corrections one could perform a measurement of the
critical current as a function of system size L. Very recently, this ex-
pected algebraic scaling of the critical current was explicitly shown
using full numerical simulations [198] of a system with comparable
parameters to the ones used for our measurements shown in Fig. 10.5.
In particular, the extracted value for η from the scaling of the critical
current agrees well with our experimentally determined value in the
bosonic limit (s. Fig. 10.6). This confirms that the Josephson critical
current can be used to measure phase coherence in 2D superfluids.



the critical current in the 2d bec-bcs crossover 91

Figure 10.6: Algebraic scaling of the
critical current. (a,b) The condensate
fraction n0/n of a 2D Bose gaswith den-
sity n ≈ 2.25/µm2, interaction parame-
ter ̃g = 1.8 and varying size L = 2µm
to L = 128µm is (a) determined di-
rectly from the equilibrium system and
(b) extracted from the critical current Ic
according to eq. 10.7 for a barrier of size
w/ξ = 2.9 and averaged over multi-
ple barrier heights from V0/μ = 1.2 to
V0/μ = 2. For both (a) and (b), the
condensate fraction decays algebraically
with system size over a wide range of
temperatures T/T0 = 0.2 to T/T0 =
0.6. The extracted scaling exponent τ =
4η from the critical current agrees well
with the equilibrium value for a wide
range of temperatures and with our ex-
perimentally determined value of η at
a temperature of T/T0 ≈ 0.3 (black
cross). Adapted from [198].

10.2 Methods

10.2.1 Equation of state

To keep our relative barrier height V0/μ constant during ourmeasure-
ments of the critical current over the crossover, we need to measure
the chemical potential μ as a function of interaction strength. We do
this by following the approach established by Ref. [75]. We therefore
define our chemical potential as μ = μ0 + ϵB/2, where μ is the chem-
ical potential per atom and the contribution of the two-body binding
energy ϵB is subtracted from the bare chemical potential μ0. We use
DMD 2 to introduce a potential offset ΔV between the two sides of
the box and measure the resulting density difference Δn (s. Fig. 8.7).
For sufficiently small temperatures, the Thomas-Fermi approximation
predicts EF = c⋅μ, andwe can obtain μ/EF = 1/c from the linear slope
of Δn(ΔV). The relative change in the measured chemical potential
for different magnetic fields is shown in Fig. 10.4.

10.2.2 Derivation of the critical current in a phase fluctuating conden-
sate

Here, we derive the analytic expression 10.7 for the critical current
IC of our 2D Josephson junction in the bosonic limit including phase
fluctuations.64 64 The analytic expressions for the criti-

cal current IC and the tunnelling ampli-
tude tk=0 presented in the following sec-
tions were derived by Ludwig Mathey.
For more details see [198].

Generally, we can express the current between the left and right
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reservoir

I = − i
ℏ( ∑

k
tk(a†

l (k)ar(k) − a†
r(k)al(k))) (10.3)

via the tunnelling amplitudes tk and the bosonic creation and anni-
hilation operators acting on the left and right reservoir. In the phase-
density representation, neglecting density fluctuations, the annihila-
tion operators are given by

al/r(k) = ∫ d2r√
A

exp(−ikr)√nl/r exp(iϕl/r + iδϕl/r(r)) ,(10.4)

where A = L2 is the area of a box of size L, nl (nr) is the density, ϕl (ϕr)
is the phase, and δϕl (δϕr) is the fluctuation of the phase in the left
(right) reservoir. To calculate the expectation value ⟨I⟩, we insert eq.
10.4 in eq. 10.3 and assume independent Gaussian fluctuations of the
phase in both reservoirs ⟨eiδϕl/r(r)⟩ = e− 1

2 ⟨δϕ2
l/r(r)⟩. For a 2D system,

we can further approximate the phase fluctuations to lowest order as
⟨δϕ2

l/r(r)⟩ = η log(L/r0), where η = MkBT
2πℏ2ns

= 2 n
ns

T
TF

is the algebraic
scaling exponent and r0 ≈ ξ is a short range cutoff on the order of the
system’s healing length ξ. To lowest order in k, we obtain

⟨I⟩ = 2nAtk=0
ℏ ( L

r0
)

−η
sinϕ , (10.5)

whereϕ = ϕr−ϕl is the phase difference across the barrier. This result
reproduces the ideal current phase relation I(ϕ) = IC sin(ϕ), where
the critical current IC is reduced by a factor of ( L

r0
)−η

. Therefore, the
critical current IC is directly related to the algebraic decay of phase
coherence in a 2D superfluid. Using the the condensate density

nc ≈ n(L/r0)−η (10.6)

of a finite size 2D gas as defined in ref. [81] we finally get the critical
current

IC ≈ 2ncAtk=0
ℏ . (10.7)

10.2.3 Calculating the tunnelling amplitude

We calculate the tunnelling amplitude tk=0 for a rectangular potential
barrier of width d and height VB, centered around x = 0, with the
following mean field ansatz

ψ(x) =
⎧{
⎨{⎩

− 1√
L tanh((x + δ)/(

√
2ξ)) x < −d/2

B exp(−κ(x + d/2)) x > −d/2 ,
(10.8)

with

δ = d
2 − ξ√

2
arcsinh(

√
2

κξ ) (10.9)

B = 1√
L
tanh(1

2arcsinh(
√

2
κξ )) (10.10)
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where ξ = ℏ/√2MμB is the healing length for a gas of bosons with
mass M and chemical potential μB. Outside the barrier (x < −d/2),
ψ(x) is the exact solution to the Gross-Pitaevskii equation. Inside the
barrier (x > −d/2), we obtain the approximative solution byminimis-
ing the energy

E = B2

2κ (ℏ2κ2

2M + VB − μB) + g
2

B4

4κ (10.11)

which yields the characteristic decay exponent κ = √k2
0 + k2

B with
k2

0 = 2M(VB − μB)/ℏ2 and k2
B = MgB2/2ℏ2. Using the continuity of

the wave function and its derivative at z = −d/2 we further get

κ2 = k2
0 + MgB2

2ℏ2 = n
2ξ2 (1 − B2

n )
2 1

B2 (10.12)

and obtain

B2 = n
1 + k2

0ξ2 + √1/2 + 2k2
0ξ2 + (k2

0ξ2)2 (10.13)

= n μB
V + √V2

B − μ2
B/2

. (10.14)

Therefore, we finally obtain the tunnelling energy

tk=0 = 1
L

ℏ2κ
m

μB
VB + √V2

B − μ2
B/2

exp(−κd) , (10.15)

which we insert into eq. 10.7 to obtain the critical current IC.
We note that eq. 10.7 which relates the critical current to the con-

densate density has previously been derived for a 3D system [207]
and was found to quantitatively describe the behaviour across the 3D
BEC-BCS crossover for high barriers (V ≫ μ) [194]. Our derivation of
the critical current extends the validity of this relation in the bosonic
limit to V ≳ μ by including the mean field contribution to the tun-
nelling amplitude inside the barrier. Following the same reasoning
and assumptions given in [194], it seems plausible that eq. 10.7 is
quantitatively accurate beyond the bosonic case discussed above, but
verifying this is beyond the scope of this work. A more detailed dis-
cussion of eq. 10.7 and its derivation is given in [198].





11 CONCLUSION AND OUTLOOK

In this thesis, we have presented experiments with ultracold 2D Fermi
gases which significantly advance their capability to simulate strongly
correlated 2D superfluids.

As the main result, we have for the first time observed Josephson
oscillations in an ultracold 2D Fermi gas which clearly shows phase
coherence and provides strong evidence for superfluidity. We create
our Josephson junction by connecting two homogeneous reservoirs
through a narrow tunnelling barrier and initialise oscillations by con-
trolling the initial phase difference between the reservoirs. This sys-
tem enables us to study the Josephson effect between strongly corre-
lated 2D superfluids in a clean and well-controlled environment.

We quantitatively understand the Josephson oscillations in an LC
circuit model and extract the Josephson inductance LJ and critical
current IC of our junction from measurements of the oscillation fre-
quency. To verify the validity of this circuit model we tune the size
of the two reservoirs and show that the extracted Josephson induc-
tance is only determined by the properties of the tunnelling barrier.
Furthermore, our ability to control the phase difference between the
reservoirs enables us to probe the current phase relation I(ϕ) of our
junction. We measure the oscillation frequency as a function of phase
difference across the junction and find that our junction follows the
sinusoidal current phase relation I(ϕ) = IC sin(ϕ) of an ideal Joseph-
son junction. Finally, we tune the interaction strength of our 2D Fermi
gas and observe that Josephson oscillations and hence our signature
for superfluidity persists in the entire crossover from deeply bound
dimers to weakly bound Cooper pairs. From these oscillations we
determine the critical current IC which for our ideal junction is only
determined by the wave function overlap of the coupled superfluids.
Thereby, we realise a novel probe for the order parameter of strongly
correlated 2D superfluids which enables us to extract the condensate
density and the BKT scaling exponent in the bosonic limit.

Our realisation of a Josephson junction was enabled by various ex-
perimental advances in the preparation, manipulation and character-
isation of ultracold 2D Fermi gases, which were achieved during the
course of this thesis. In particular, we improved our vacuum system
and the cooling setup to achieve sufficiently low temperatures for 2D
superfluidity. Furthermore, we implemented tailored optical poten-
tials to create junction and box potentials and control the local phase of
our system, and developed new methods to accurately determine the
density andmomentumdistribution of our 2D Fermi gas. This unique
level of control not only enabled our realisation of Josephson junc-
tions, but will also provide the basis for various upcoming measure-
ments to gain further insight into strongly correlated 2D superfluids.
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11.1 Outlook

11.1.1 Sound propagation and quantum limited damping in a 2D Fermi
gas

Figure 11.1: Sound propagation in a
strongly interacting 2D Fermi gas. (a)
Oscillations in the relative density im-
balance Δn/n = 2(nt − nb)/(nt − nb)
in homogeneous2D Fermi gases atmag-
netic offset fields of B = 758G, B =
883G and B = 1009G, where nt (nb)
denotes the density in the top (bottom)
half of the box. Solid orange lines rep-
resent damped sinusoidal fits. (b) The
oscillation frequency f continuously in-
creases from the BEC to the BCS limit,
while the damping rate Γ shows a pro-
nounced minimum in the strongly cor-
related regime. Figure adapted from
Bohlen et al. [208].

These measurements were recently published in

M. Bohlen, L. Sobirey, N. Luick, H. Biss, T. Enss, T. Lompe, and H. Moritz,
arXiv:2003.02713 (2020), under review in Physical Review Letters

and will be presented in detail in the PhD thesis of Markus Bohlen [209].

Our realisation of a Josephson junction in a 2D Fermi gas illustrates
how transport measurements can be used as a tool to gain insight in
strongly correlated quantum matter. Recently, we conducted a sepa-
rate set of transportmeasurements inwhichwe study the propagation
and damping of sound modes in strongly interacting 2D Fermi gases
[208].

For these measurements we use the methods developed in the con-
text of our realisation of a Josephson junction described in chapter 8
and follow an approach similar to the one described in [210]: We pre-
pare a homogeneous 2D Fermi gas trapped in a rectangular box po-
tential, briefly apply a potential offset to one half of the system and
observe the resulting density wave propagating between the bound-
aries of our box. We measure the frequency f and damping rate Γ of
such density oscillations by determining the population difference Δn
between the two halves of the box as a function of the time t after the
potential offset was applied (s. Fig. 11.1).

While for a Josephson junction the oscillation frequency provides
access to thewave function overlap of the coupled superfluids (s. chap-
ter 10), without a potential barrier f = vs/2l⟂ is only determined by
the speed of sound vs and the size l⟂ of the box along the propaga-
tion direction of the sound mode. We extract vs for various interac-
tion strengths in the crossover from bosonic dimers to weakly bound
Cooper pairs and compare it to the calculated value of vs = √ n

m
∂μ
∂n |s

which we determine from a static measurement of the equation of
state μ(n) (s. Fig. 8.7) . We find excellent agreement between the
dynamic and static measurement to determine vs which suggests that
our sound mode is well-described as a pure density wave at constant
entropy [211].

Finally, we analyse the damping rate Γ of soundmodes fromwhich
we extract the sound diffusion constant Ds = k2

0/Γ, where k0 = π/l⟂
is the wave vector of the sound wave. We observe a minimum of
D = 1.8(2)ℏ/m in the strongly correlated regime which approaches
the universal quantum bound of D = ℏ/m expected for a perfect fluid
[212]. This result suggests that scale invariance, which is broken for
our strongly interacting 2D Fermi gas, is in fact not required for quan-
tum limited transport.
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11.1.2 Observation of superfluidity in a strongly-correlated 2D Fermi
gas

Figure 11.2: Measuring the critical ve-
locity of a 2D Fermi gas. (A) Sketch
of our experimental method to measure
the critical velocity vc. We prepare a ho-
mogeneous 2D Fermi gas trapped in a
box potential (blue) and drag a weak at-
tractive lattice potential (red) through
the gas with a tunable phase velocity
v. (B) Sketch of the Bogoliubov exci-
tation spectrum ϵ(q). The lattice poten-
tial with spacing L probes the excitation
spectrum at a specific wave vector k0 =
2π/L (red arrow). (C)Wemeasure the
response r(v) of a 2D Fermi gas with in-
teraction parameter ln(kFa2D) = −0.8
for k0 ≈ 0.15kF and various lattice ve-
locities v and observe a sharp increase of
the response above a critical velocity vc
signalling the onset of dissipation. The
response r(v) = ñ(k = 0, v = 0)/ñ(k =
0, v) − 1 is determined from the occu-
pation of low momentum modes in the
momentum distribution ñ(k). Figure
adapted from Sobirey et al. [213].

These measurements were recently published in

L. Sobirey, N. Luick, M. Bohlen, H. Biss, H. Moritz, T. Lompe,
arXiv:2005.07607 (2020), submitted to Science

and will be presented in detail in the PhD thesis of Lennart Sobirey [214].

A hallmark manifestation of superfluidity is frictionless flow, where
particles with a velocity smaller than a critical velocity vc can flow
through the system without dissipation. Whilst this thesis was writ-
ten, we have performed measurements of vc in a 2D Fermi gas to pro-
vide direct evidence for superfluidity in this system and thereby com-
plement the demonstration of phase coherence provided by our real-
isation of Josephson junctions.

To measure vc we follow an approach similar to the one described
in [57, 215] by dragging a weak lattice potential with varying veloci-
ties v through the gas and determining the onset of dissipation.65 We

65 Another approach to measure vc in
cold gases - in direct analogy to Lan-
dau’s original thought experiment [216]
- is to drag a small potential, realised i.e.
by a tightly focused laser beam, through
the gas. This was done to show super-
fluidity in 3D Bose gases [217], 2D Bose
gases [218], and more recently in our
measurement of the critical velocity vc
in the 3D BEC-BCS crossover [59].

observe frictionless flow for small lattice velocities v < vc and a sharp
onset of heating above vc, thereby providing definitive evidence for
superfluidity in a 2D Fermi gas (s. Fig. 11.2). We measure the critical
velocity as a function of interaction strength and find that the gas is
superfluid throughout the entire 2D BEC-BCS crossover with a maxi-
mum of vc in the strongly correlated regime around ln(kFa2D) ≈ 0.

In contrast to previous measurements of vc in ultracold quantum
gases, we also see a decrease of dissipation for larger velocities v > vc.
This is due to the fact that our lattice creates excitations with a spe-
cific wave vector k0 = 2π/L determined by the lattice spacing L and
therefore probes the excitation spectrum of the system at a constant
k0 (s. Fig. 11.2B). Our ability to tune the lattice spacing L therefore
enables us to probe the excitation spectrum ϵ(k) of the gas at various
wavevectors k. In particular, we observe that in the bosonic limit the
critical velocity is found at low wave vectors k0 ≪ kF corresponding
to phononic excitations, while on the BCS side the lowest-lying excita-
tions are found at k0 = 2kF determined by pair breaking excitations.





A CALIBRATING HIGH-INTENSITY ABSORPTION IMAGING

In this chapter, we report on a novel technique for the calibration of high inten-
sity absorption imaging, which is published in

K. Hueck, N. Luick, L. Sobirey, T. Lompe, H. Moritz, L. Clark, and C. Chin,
Opt. Express 25, 8670 (2017)

and reprinted here with minor modifications. I contributed to the conception
and conduction of all measurements presented here, including the the writing
of the publication.

abstract

Absorption imaging of ultracold atoms is the foundation for quantita-
tive extraction of information from experiments with ultracold atoms.
Due to the limited exposure time available in these systems, the signal-
to-noise ratio is largest for high intensity absorption imaging where
the intensity of the imaging light is on the order of the saturation in-
tensity. In this case, the absolute value of the intensity of the imaging
light enters as an additional parametermaking itmore sensitive to sys-
tematic errors. Here, we present a novel and robust technique to de-
termine the imaging beam intensity in units of the effective saturation
intensity to better than 5%. We do this by measuring the momen-
tum transferred to the atoms by the imaging light while varying its
intensity. We further utilize the method to quantify the purity of the
polarization of the imaging light and to determine the correct imaging
detuning.

A.1 Introduction

Ultracold atoms have added a completely new toolset to the study of
quantum many-body systems by allowing direct imaging of density
and momentum distributions. This led to the observation of striking
features such as the bimodal momentum distribution signifying the
onset of Bose-Einstein condensation [178, 179] or vortex lattices in ro-
tating superfluids[219, 220]. Ultracold atoms have also been used for
precisionmeasurements such as the extraction of the equation of state
[58, 147] from an accurate measurement of the density distribution
of the system. The most common method to measure such density
distributions is absorption imaging: the atoms are illuminated with
a short pulse of resonant light and the shadow cast by the atoms is
imaged onto a camera. The fraction of light transmitted through the
system decreases exponentially according to the Beer-Lambert law,
provided the atomic transition is not saturated. In this case the den-
sity distribution integrated along the imaging direction n2D can be ex-
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tracted froma relativemeasurementwhich compares imageswith and
without atoms. Hence, no knowledge of the absolute intensities is re-
quired.

However, absorption imaging with intensities well below the satu-
ration intensity has clear limitations. One prominent issue is the imag-
ing of optically dense clouds, where the number of photons transmit-
ted through the sample and hence the signal-to-noise ratio becomes
very small. This can either be solved by using techniques such as
phase contrast imaging [221] or by simply saturating the transition so
thatmore photons are transmitted[145, 147, 222]. Imaging in the satu-
rated regime is also helpful when a high spatial resolution is desired.
To this end, it is essential to minimize the motion of atoms caused
by the recoil from scattered photons during the imaging pulse. The
motional blurring is minimized by utilizing short imaging times with
high intensities.

For absorption imagingwith higher intensities a new scale appears:
the saturation intensity Isat. This implies that the column density can
no longer be determined from a purely relative measurement of two
intensities. Rather, the absolute intensities transmittedwith andwith-
out atoms present have to be known in order to extract an atomic den-
sity. However, determining the imaging beam intensity I at the posi-
tion of the atoms is prone to systematic errors. Additionally, imper-
fect polarization of the imaging light can lead to a reduced scattering
cross-section and hence an increased effective saturation intensity Ieffsat.

Here, we present a novel technique which allows for a precise and
robust calibration of high intensity absorption imaging. It is based on
measuring the momentum transferred to the atoms by the imaging
pulse which is directly proportional to the number of scattered pho-
tons. The beam intensity I for which the transferred momentum and
hence the photon scattering rate is equal to half its maximum value
corresponds to the effective saturation intensity Ieffsat. Measuring the
momentum transfer also allows to determine the polarization purity
of the imaging light at the position of the atoms aswell as the detuning
Δ.

The manuscript is organized as follows: In section two a brief re-
view of strong saturation imaging is given and section three describes
the experimental setup. In the fourth section, we describe our method
tomeasure themomentum transfer and apply it to determine I/Ieffsat, the
correct detuning and the polarization purity of the imaging beam. In
section five we summarize the results.

A.2 High intensity imaging

Here, we provide a short summary of the theory of resonant saturated
absorption imaging. When the saturation of an optical transition be-
comes relevant, the Beer-Lambert law is modified to

dI(x, y, z)
dz = −n(x, y, z)σeff

1
1 + I(x, y, z)/Ieffsat

I(x, y, z), (A.1)
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where n is the atomdensity and I(x, y, z) the intensity at position (x, y)
of the imaging light propagating along the z-direction [145]. σeff = σ0

α
and Ieffsat = αIsat are the effective cross-section and effective saturation
intensity. Here, a parameterα > 1was introduced to capture effects of
non-perfect polarization or magnetic field orientation which reduces
the cross-section and saturation intensity in a two-level system from
its ideal values σ0 = 3λ2

2π and I0
sat = π

3
hcΓ
λ3 [223]. Here, h is Planck’s

constant, c the speed of light, λ is the wavelength and Γ the natural
linewidth of the imaging transition. Integration of Eq. (A.1) along z
then yields the optical column density

od(x, y) = σeffn2D(x, y) = σeff ∫
∞

−∞
n(x, y, z)dz = − ln(Iout(x, y)

Iin(x, y) )
⏟⏟⏟⏟⏟⏟⏟

Log-Term

+ Iin(x, y) − Iout(x, y)
Ieffsat⏟⏟⏟⏟⏟⏟⏟⏟⏟

Lin-Term

,

(A.2)
with Iin and Iout being incident and transmitted intensities, respec-
tively. When the intensities are small compared to the saturation in-
tensity the linear term can be neglected and we recover the simple
Beer-Lambert law which only depends on relative intensities. How-
ever, for higher intensities the linear term becomes significant and the
intensities have to be known in units of the effective saturation inten-
sity.

Furthermore, the intensities Iin(x, y) and Iout(x, y) read out from a
pixel (i, j) of the camera are given in units of count rates, which will
be denoted Cin(i, j) and Cout(i, j) in the following. The count rate is
related to the intensity by

C =
IApix/M2

hc/λ × T × QE × G, (A.3)

where Apix is the area of a camera pixel, M the magnification of the
imaging system, T the transmission through the imaging system, QE
the quantum efficiency and G the conversion factor between counts
and photo-electrons of the camera. Expressing Eq. (A.2) in counts C
leads to

σeffn2D(i, j) = − ln(Cout(i, j)
Cin(i, j) ) + Cin(i, j) − Cout(i, j)

Ceff
sat

. (A.4)

It becomes apparent that with an independent measurement of Ceff
sat

there is no need to know T, QE and G. The problem hence reduces
to finding the number of counts Ceff

sat on the camera corresponding to
the effective saturation intensity and the effective cross-section σeff.
Knowledge of σeff is also necessary for low intensity imaging.

A.3 Experimental setup

The experimental setup is designed to produce, manipulate and im-
age two-dimensional superfluids of 6Li atoms with high spatial reso-
lution[140]. The imaging system along the z-direction has a numer-
ical aperture of 0.62 and thus a very limited depth of field of about
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Figure A.1: Sketch of the experimental
setup: a) Absorption imaging of a cloud
of ultracold atoms trapped inside a vac-
uum chamber. Imaging of the cloud is
possible along two axes, the main axis
(z-axis) and an auxiliary imaging axis
(x-axis). By flashing on the main imag-
ing beam, the atoms accelerate in z-
direction. After some time of flight their
position is recorded with the auxiliary
imaging. b) Density distributions af-
ter 80µs time of flight imaged along the
auxiliary imaging direction. The flight
distances shown in c) are extracted from
the images and plotted as a function
of the intensity of the imaging pulse,
which is measured on the main imaging
camera. From the saturation of the flight
distancewe candetermine the count rate
on the main imaging camera which cor-
responds to the effective saturation in-
tensity.
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2µm. Hence, short imaging pulses are required to minimize the mo-
tion along the optical axis as well as the randomwalk in xy-plane dur-
ing the imaging process in order to avoid motion blurring. In our 6Li
experiment we typically use 5µs imaging pulses with a saturation pa-
rameter s0 = 1. This causes motional blurring of about 1.5µm[221].
Under this condition it is therefore advantageous to use high inten-
sity imaging to maximize the number of scattered photons, since the
signal-to-noise ratio in absorption imaging is typically limited by pho-
ton shot noise. The quantization axis for the atoms is given by a mag-
netic field parallel to the optical axis. Therefore, the absorption cross-
section on the 2S1/2, F=1/2 to 2P3/2, F=3/2 imaging transition is max-
imal for circularly polarized light.

The imaging laser light is generated by a frequency stabilized nar-
row linewidth diode laser which is frequency shifted by an acousto-
optical deflector (AOD) in double pass configuration. ThisAODsetup
enables chirping the imaging frequency with high ramp rates exceed-
ing 5MHz/µsusing adirect digital synthesis (DDS) frequency source.
The imaging light intensity is controlled via a sample and hold feed-
back loop.

For the measurements presented in the following, we work with
about 60 × 103 atoms per spin state in the two lowest hyper fine states
of 6Li at a magnetic offset field of 950G. The atoms are magneti-
cally trapped in the radial direction (trapping frequencies νx ≈ νy ≈
27Hz). The tight confinement in z-direction is realized by a highly el-
liptic dipole trap featuring a trapping frequency of about 0.5 kHz. In
order to avoid multiple scattering effects during the calibration mea-
surements the optical density od(x, y) along the z-direction as well as
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the atomic density n(x, y, z) is chosen to be low. We note that opti-
cally thin samples od(x, y) < 1 are only required for calibration. Once
the effective saturation count rate Ceff

sat is known, optically thick sam-
ples can be imaged by using high intensities to saturate the imaging
transition. However, to avoid collective scattering effects during the
imaging, the condition that the inter-particle spacing 1/n(x, y, z)has to
be larger than the imaging wavelength λ still has to be fulfilled[224].

A.4 Method

A.4.1 Previous work

There exist two closely related approaches to determine Ieffsat or Ceff
sat in

the literature [145, 225, 226], which rely on taking absorption images
of clouds with constant atom numbers while scanning over a wide
range of imaging intensities Iin. For an assumed value of α = σ0

σeff the
total atom number N(Iin, α) for each intensity can be determined by
evaluating Eq. (A.2) or (A.4) for all pixels and integrating over the
atomic density distribution.

Ries et al. [225] andHorikoshi et al. [226] determineCeff
sat by requir-

ingN(Iin, α) to be independent of Iin. α is still a free parameter and has
to be determined by an independent measurement, e.g. by comparing
the measured equation of state to a theory prediction [226].

Reinaudi et al. [145] calculate the intensity of the imaging beam Iin
at the position of the atoms from measurements of the imaging beam
power and the transmission of the imaging system. The parameter α
is found by requiring N(Iin, α) to be independent of Iin.

A.4.2 This work

Themethod described in this work neither requires a power measure-
ment of the imaging beam nor a constant atom number during the
calibration process. The basic principle is depicted in Fig. A.1. We ac-
celerate the cloud of atoms in z-direction by illuminating itwith a short
pulse from the main imaging beam after the dipole traps are switched
off. The momentum transferred to each atom during the pulse is pro-
portional to the number of scattered photons. Subsequently, the trans-
ferred momentum is determined by recording the flight distance of
the accelerated cloud after some time of flight with an auxiliary imag-
ing system along an orthogonal direction. Themomentum transferred
to the atoms saturates with increasing intensity Iin since the resonant
photon scattering rate γ saturates according to

γ(s) = Γ
2

s0
1 + s0

. (A.5)

Here, Γ is the natural linewidth of the imaging transition and s0 =
Iin
Ieffsat

= Cin
Ceff

sat
denotes the on resonant saturation parameter which is given

by the ratio of the imaging beam intensity to the effective saturation
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intensity. The intensity for which the atoms traveled half their maxi-
mum flight distance corresponds to Ieffsat. Hence, the magnification of
the auxiliary imaging system drops out of the determination of the ef-
fective saturation intensity and therefore does not need to be known.
Note that Eq. (A.5) only holds true if the imaging beam is resonant
with the atoms.

A.4.3 Detuning determination

To determine the resonance frequency we apply imaging pulses with
different detunings and maximize the transferred momentum to the
atoms. A 1µs long pulse of imaging light along the z-direction is ap-

Figure A.2: Flight distance vs. laser de-
tuning: The resonance frequency of the
imaging laser is found by varying the
detuning and thereby maximizing the
flight distance of the atoms after illumi-
nation with a 1µs long imaging pulse.
A Lorentzian fit (solid lines) to the data
gives the center frequency as well as the
width of the imaging transition, which
shows power broadening for high inten-
sities. The saturation parameter s0 =
I/Ieffsat for the different curves is extracted
from the fits. The red dashed line in-
dicates the theoretically expected posi-
tion of the maxima which are affected
by the accumulated Doppler shift dur-
ing the imaging pulse. The x-axis is off-
set by the fitted resonance frequency. plied to accelerate the atom cloud and after 80µs time of flight, the

position of the atom cloud is recorded using the auxiliary imaging.
Then, the center of mass of the atom cloud is found by performing a
Gaussian fit to the recorded density profile. The resulting center posi-
tions are plotted in Fig. A.2 for different detunings and imaging inten-
sities. The functional form is expected to be captured by a Lorentzian
curve resembling the resonance behavior of the atomic transition. A
fit of the form

z(νL, s) = z0 + ηΓ
2

s0

1 + s0 + ( 2Δ
Γ )2 (A.6)

yields the detuning Δ = νL − νA between the atomic resonance fre-
quency νA and the laser frequency νL. Here, η is the conversion from
position difference on the camera to the scattering rate and is left as
a fit parameter as well as the saturation parameter s0, and z0 is the
initial position of the atoms and Γ the linewidth of the imaging transi-
tion. As shown in Fig. A.2 the results are well described by Eq. (A.6).
For higher saturation parameters s0 the resonance is blue-shifted since
the atoms accumulate a Doppler shift during the acceleration (see sec-
tion A.4.4). However, for imaging intensities s0 ≤ 1 and illumination
times t ≤ 1µs the shift of the fitted detuning is smaller than the fit-
ting error. The fitting error of the detuning is typically below 200 kHz
which is less than 4% of the linewidth of the 6Li D2 line.

Our method has two clear advantages over the common method
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of finding the resonant laser frequency by maximizing the apparent
atom number as determined by Eq. (A.2). It is independent of fluc-
tuations in the atoms number. Furthermore, it is not influenced by
effects such as lensing in a dense atom cloud imaged off-resonance
which can systematically shift the apparent atom number maximum
away from the correct resonance frequency.

Figure A.3: Chirp efficiency: Velocity of
the atom cloud after accelerating it with
the z-imaging beam with different illu-
mination times at Iin = 3.75Ieffsat. The
effect of chirping the imaging beam fre-
quency to compensate for the Doppler
shift is clearly visible. In the unchirped
case (red triangles), the scattering rate
decreases with illumination time and
therefore the increase in cloud veloc-
ity becomes nonlinear. In the chirped
case (blue open circles) acceleration is
constant. The lines indicate the theo-
retically expected cloud velocity for the
unchirped (red solid) and chirped case
(blue dashed). The error bars indicate
the systematic error estimated for the
magnification of the auxiliary imaging.

A.4.4 Doppler shift compensation

For 6Li the smallmass causes the atoms to acquire a significantDoppler
shift of Γ/2 in only 2.5µs when imaging with saturation intensity. To
be able to scatter more photons and hence increase the signal-to-noise
ratio we compensate for the Doppler shift by performing a frequency
chirp on the imaging laser frequency during the imaging. To find the
chirp rate m which exactly compensates for the Doppler shift we ad-
just the chirp rate such that we maximize the momentum transferred
by the imaging pulse to the atoms. A typical chirp rate required for
6Li is on the order of 1.5MHz/µs for I/Ieffsat = 1.

We verify the found chirp rate by accelerating the cloud of atoms
with an imaging beam pulse with varying lengths up to 15µs and an
intensity of Iin = 3.75Ieffsat. The velocity of the cloud after the acceler-
ation is determined from position measurements after two different
times of flight. The experimental result as well as a theory calcula-
tion is shown in Fig. A.3. Without chirping the laser frequency the
atoms are Doppler shifted out of resonance during the illumination,
the scattering rate decreases and the increase in velocity becomes non-
linear (red triangles). In the chirped case (blue circles) this effect van-
ishes and the increase in velocity scales linearly with the illumination
time, which indicates a constant photon scattering rate. In both cases
the accumulated velocity is in excellent agreementwith the theoretical
expectation (dashed and solid lines).
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Figure A.4: Determination of the effec-
tive saturation count rate Ceff

sat: The dif-
ference in position for two times of flight
(Δt = 10µs) is shown as a function
of imaging beam intensity and hence
Cin. The velocity of the cloud saturates
for higher imaging beam intensities and
the saturation counts are determined by
fitting Eq. (A.5) to the data. The re-
sulting effective saturation count rate is
Ceff

sat,k = (32.7 ± 0.6) (px μs)-1. b) The
saturation parameter s0 extracted from
a Lorentzian fit to the power broadened
spectra presented in Fig. A.2 is plotted
as a function of the count rate Cin on the
main camera. The error bars represent
the Lorentzian fit error. A linear fit to
the data yields Ceff

sat,s = (31.5 ± 1.3) (px
μs)-1. A.4.5 Effective saturation count rate

Here, we present two independent methods to determine the effective
saturation count rate Ceff

sat. For both methods we utilize the measure-
ment of momentum transferred from the imaging beam to the atoms.
The first method is based on the saturation of the photon scattering
rate for higher imaging beam intensities, while the second relies on
the power broadening of the optical transition. Both methods feature
errors below 5% and are in agreement to each other. Furthermore, the
first method has also been used successfully in an experiment using
ultracold 133Cs[147].

For the first method the position difference after two times of flight
of the atom cloud ismeasured for a pulse duration of 5µs anddifferent
imaging beam intensities (see Fig. A.4 upper panel). Two different
times of flight are used in order to determine the mean velocity of the
cloud after the momentum transfer. This ensures, that only relative
times and flight distances are compared and potential timing offsets
cancel out. Fitting the measured flight distance using Eq. (A.6) with
the detuning fixed to Δ = 0 and Ceff

sat,k and η as free parameters yields
the saturation count rate for the system to high precision. In addition,
the fitted value for η can also be used to extract the magnification of
the auxiliary imaging system.

For the second method, Ceff
sat is determined from the power broad-

ening of the imaging transition. To do this we use the fitted saturation
parameters s0 from the detuning measurements shown in Fig. A.2.
We plot the values for s0 against their corresponding counts Cin on
the main camera in the lower panel of Fig. A.4. A linear fit to the val-
ues for s0 directly results in Ceff

sat,s. In the following we use the mean
value Ceff

sat = (Ceff
sat,s + Ceff

sat,k)/2 of the two measurements.

A.4.6 Polarization purity

Since we image on a σ−-transition along the magnetic field axis, any
deviation from perfectly circularly polarized light reduces the effec-
tive absorption cross-section. To check the purity of the polarization
we use the orthogonal polarization σ+, for which σeff should be zero.
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First, we adjust for σ+-polarization by minimizing the residual accel-
eration at a high beam intensity of I+ = 25Ieffsat. This residual acceler-
ation is directly proportional to the number of scattered photons. We
then set the polarization back to σ− and find the value of the imaging
beam intensity I− for which we scatter the same amount of photons.
The purity of the polarization is now simply given by the ratio of the
two intensities p = I−/I+. This results in a lower bound for the po-
larization purity of p > 99.6%. This includes a possible mismatch
between the magnetic field axis and the propagation direction of the
imaging light. Hence, it is valid to approximate α = 1.

A.4.7 Validation

Finally, we validate the effective saturation count rate Ceff
sat against the

experiment. For that, we take density images of identically prepared
clouds with different imaging beam intensities and extract atom num-
bers according to Eq. (A.4) using the previously determined values of
Ceff

sat and α. If Ceff
sat was determined correctly, Eq. (A.4) should result

in constant densities regardless the imaging beam intensity used. We
find the extracted atom number to be independent of Iin as can be seen
in the upper panel in Fig. A.5. This validates our method of determin-
ing Ceff

sat.
Furthermore, we evaluate the signal-to-noise ratio of the absorption

images by evaluating the single pixel standard deviation for 70 sub-
sequently taken images (Fig. A.5, lower panel, blue triangles). The
signal-to-noise ratio is maximized for intensities around Iin ≈ 1.5Ieffsat.

Figure A.5: Proof of validity and opti-
mization of signal-to-noise ratio: a) Ex-
tracted atom number as a function of
imaging beam intensity using the modi-
fied (blue circles) and unmodified (red
squares) Beer-Lambert law. Each data-
point is an average of about ≈ 70 mea-
surements. The error-bars are smaller
than the size of the symbols. When eval-
uating the data with the modified Beer-
Lambert law the atom number does not
depend on the imaging intensity. This
validates our method to determine the
value of the effective saturation intensity
Ieffsat. For low imaging intensities the re-
sult from the unmodified Beer-Lambert
law approaches the correct atom num-
ber. b) The signal-to-noise ratio evalu-
ated on a single pixel basis is maximized
for intensities of I = 1.5Ieffsat. The blue
line is a guide to the eye.

A.5 Conclusion

In this work we have presented a novel technique to calibrate all pa-
rameters necessary to measure atomic densities using high intensity
absorption imaging. These parameters include the detuning Δ, the ef-
fective saturation count rate Ceff

sat, the polarization purity p and hence
α and finally the chirp rate required to compensate for Doppler shifts
during the imaging. This allows for an intensity independent determi-
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nation of the atomic columndensity n2D. Thus, the intensity can freely
be set to a value maximizing the signal-to-noise ratio. The presented
method only relies on relativemeasurements of themomentum trans-
ferred to the atoms by illuminating them with a resonant laser beam
which makes it robust against systematic errors. This makes the pre-
sentedmethod a valuable tool for precisionmeasurements of ultracold
gases, especially as it is easily adapted to other experiments using dif-
ferent atomic species.
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